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The Detection of Data Hiding in RGB Images Using Statistical 
Steganalysis  

By: Zaid Ibrahim Rasool  

Supervisor: Dr. Mudhafar Al-Jarrah 

Abstract 

 

Steganalysis, the science and technology of detecting the presence of hidden 

data inside digital media, is a counter measure against information hiding techniques 

that can be used for illegitimate purposes. The work in this thesis presents a steganalysis 

model that uses statistical texture features and the machine learning approach to detect 

the presence of hidden data in RGB color images. The work analyzes features of an 

RGB image as a composite unit, as well as analyzing individual color channels and dual 

combinations of the channels. The feature set used in this study consists of 26 features 

per channel, which includes the Gray Level Co-Occurrence Matrix (GLCM) features 

of correlation, contrast, homogeneity and energy, calculated for full bytes, half-bytes, 

3-bit and 2-bit fragments of individual channels, Entropy of full bytes and half bytes, 

skewness of full bytes and half bytes, and additional statistical features. The features 

are applied to single channels, and the single channel features are merged into dual and 

three-channel image feature sets. The main machine learning binary classifier that is 

selected for this work is the Support Vector Machine (SVM) algorithm. The 

experimental work used two image datasets of 1500 BMP images each, for training and 

validation of the model, and an independent image dataset of 1000 uncompressed PNG 

images for testing purposes. Stego image datasets were created from the clean images 

datasets, which were embedded with secret data using 2LSB and 4LSB steganography 

techniques. The experimental results for the validation phase showed detection 
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accuracy of 100% for the 4LSB RGB stego images, and 99.73% for the 2LSB RGB 

stego images. Similar results were obtained, which shows the power of the SVM 

classifier in detecting pattern changes in stego images even  when one channel is 

changed, individual channels (R, G, B) and dual channels (RG, RB, GB) were analyzed. 

Also, when only one channel was embedded with data, which was the blue channel, the 

same results were obtained. The testing phase analyzed 1000 PNG stego images, which 

confirmed results of the validation phase.  The Discriminant Analysis (DA) classifier 

was used for comparison with the SVM classifier, and the results showed that the SVM 

classifier gave higher detection accuracy. MATLAB 2015a was used in the 

implementation of the image processing and classification parts of the proposed model.  

Keywords: steganalysis; steganography; stego image; secret image; SVM classifier; 
feature set; embedding; extraction; detection accuracy; RGB. 
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  باستخدام تحلیل غطاء الاخفاء الاحصائي  RGBكشف البیانات المخفیة في صور 

  اعداد

  أبراھیم رسولزید 

  اشراف

  الدكتور مظفر الجراح

  الملخص

 جراء إالرقمیة، ھو  الوسائطتكنولوجیا للكشف عن وجود البیانات المخفیة داخل و تحلیل غطاء الاخفاء، ھو علم  

ھذه الأطروحة ة. البحث المقدم في یمكن استخدامھا لأغراض غیر مشروعتقنیات إخفاء المعلومات التي لمضاد 

خفاء الذي یستخدم الملامح الإحصائیة ونھج التعلم الآلي للكشف عن وجود البیانات الإیعرض نموذج تحلیل غطاء 

كوحدة مركبة، فضلا عن تحلیل قنوات  RGBملامح صورة  یقوم بتحلیل ثحی،  RGBالمخفیة في الصور الملونة 

سمة لكل قناة، تشمل  26ص المستخدمة في ھذه الدراسة من تتألف مجموعة الخصائ. والمزدوجةمنفردة الألوان ال

المحسوبة للبایتات  ،والطاقة ،والتجانس ،والتباین ،لارتباطوالتي تشمل ا) GLCMمصفوفة مستوى الرمادي (

نتروبیا من البایت الكامل بالاضافة الى الابت من القنوات الفردیة،  2بت و  3 مقاطعوات نصف البایتأالكاملة و

ممیزات الیتم حساب  .بایت، ومیزات إحصائیة إضافیةالكامل ونصف ال بایتللالانحراف ومعامل ونصف بایت، 

 القنوات الثلاثة. الطریقةولازواج القنوات  اتفي مجموعة ممیزالمفردة قناة الواحدة، ویتم دمج ممیزات  لقناة

استخدم العمل  .  SVM)(ماكنة متجھ الدعم خوارزمیة  يالذي تم اختیاره ھلمصنف الثنائي المستخدمة لالرئیسیة 

لكل منھما، من أجل التدریب والتحقق من النموذج،  BMP نوع  صورة 1500  ،التجریبي مجموعتین من  البیانات

تم إنشاء مجموعات  .لأغراض الاختبار ةغیر مضغوط PNG نوع  صورة 1000ومجموعة بیانات مستقلة من 

و   2LSBلصور النظیفة، باستخدام تقنیات لمن مجموعات البیانات  )ستیجوالمتضمنة للاخفاء (صور للانات بی

4LSB  خفاء المعلوماتلا.  
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   4LSB RGB لصور الاخفاء نوع ٪100 كانت لكشف اصحة دقة أن أظھرت النتائج التجریبیة لمرحلة التحقق 

 الحصول على نتائج مماثلة عندما تم تحلیل القنوات الفردیة وتم،  2LSB RGBلصور الاخفاء نوع   ٪99.73و 

R) ،G ،B  () والقنوات المزدوجةRG ،RB ،(GB  التي كانت القناة و، ندما تم تضمین قناة واحدة فقط أیضا، ع

التي و،  PNGصورة إخفاء نوع  1000تحلیل تم مرحلة الاختبار . في الزرقاء، تم الحصول على نفس النتائج

) للمقارنة مع المصنف DAاستخدام مصنف تحلیل التمییز (كذلك تم حة النموذج. نتائج مرحلة التحقق من صأكدت 

SVM وأظھرت النتائج أن المصنف ،SVM وقد استخدم  .أعطى دقة كشف أعلىMATLAB 2015  في تنفیذ

  .النموذج المقترح فيأجزاء معالجة الصور وتصنیفھا 

 

، مجموعة  SVM المصنف ستیغو، صورة سریة،صورة اء، اخفاء المعلومات، : كشف الاخفالكلمات المفتاحیة

   . RGB، ، تضمین، استخراج، دقة الكشفمیزات 

 

 

 

 

 



1 
 

 

Chapter 1 

Introduction 
  
1.1 Topic 

The work in this thesis deals with the problem of detecting the existence of hidden 

messages within cover media. In particular, the work presents an enhanced solution for 

the detection of hidden secret images in RGB (Red, Green, and Blue) cover images, 

based on texture features, using statistical steganalysis techniques. Figure 1.1 shows the 

RGB color cube which was selected from (www.drmoron.org/images/color-cube)  

 

 

 

 

 
 

 

 

 

 

 

 

Figure 1.1: The RGB Color Cube. 
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1.2 Background of the Study 

The growth of document exchange over different communication channels, in 

particular the Internet and social networks, has led to the awareness that the exchange 

of documents is being used for legitimate personal and business purposes as well as for 

illegal practices. Steganography, the hiding of messages inside multimedia files, has 

increased steadily, which has led researchers to focus on steganography and 

steganalysis techniques and the related fields of multimedia communication. The 9/11 

attack in the United States has brought to attention the need for steganalysis techniques 

to uncover malicious communications by terrorists and criminals (Olguin-Garcia, 

Juarez-Sandoval, Nakano-Miyatake, & Perez-Meana, 2015). 

In many cases, steganography is used to hide various types of information, such 

as medical, business and personal documents, for data privacy protection. However, 

steganography is also used for illegal purposes, to conceal documents that are 

exchanged in unlawful businesses; for example for money laundering, drugs trade, 

human trafficking, and terrorist activities. Insider's misuse of steganography to leak 

confidential company documents to competitors is a very serious problem to business.  

   Steganalysis refers to the group of techniques that can differentiate between 

clean images and stego images (images that have been used as a carrier media of an 

embedded message), (Olguin-Garcia et al, 2015). 
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1.3 Problem Statement 

The problem addressed in this thesis is the development of steganalysis 

techniques to deal with the widespread misuse of steganography tools for hiding secret 

messages for illegal purposes. In particular, the study will consider steganalysis 

methods to detect a hidden message within RGB cover images.  

1.4 Scope of Work 

The scope of the research work covers the following areas: 

1. Steganalysis of RGB images, focusing on the LSB part of an image regardless of the 

steganography scheme.   

2. Using statistical image texture features 

3. Using two-category classifiers 

4. Evaluating the proposed model through experimental work by analyzing public 

datasets of color RGB images. 

1.5 Limitations of the Proposed Work 

The proposed work is limited to un-compressed color images, and compressed 

color images using lossless compression, such as PNG and BMP.  Therefore, the 

proposed work does not apply to compressed images with lossey compression. 
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1.6 Goal and Objectives 

The goal of this work is to develop a steganalysis method for detecting hidden 

messages in lossless or uncompressed RGB images by analyzing images’ statistical 

texture features. The following objectives are considered: 

1- Identify texture features to be measured. 

2- Select an appropriate classifier for the application. 

3- Design and implement a detection model. 

4- Collect a dataset for evaluation.  

5- Evaluate the detection accuracy of the proposed model. 

1.7 Motivation  

This work is motivated by the rapid increase in the use of information hiding 

for illegal purposes. The steganography tools for information hiding have become 

widely available on the internet, which made it easy for anyone to embed a secret 

document within a cover image. The security industry has focused on finding tools that 

can detect hidden messages within cover media. However, more work is needed to 

enhance the detection performance. 
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1.8 Significance of Work 

This research is expected to enhance the detection capability of steganalysis 

tools to uncover the existence of secret messages hidden within cover images.   

Detecting whether or not data is hidden in images will allow the monitor 

(steganalyst or warden) to further analyze the suspicious images, to prevent a secret 

message from being sent to a recipient over the network. It is envisaged that once a 

steganalyst detects the presence of a hidden message in a cover image, with a certain 

probability, the most important action is to stop it from being sent and may be to take 

other actions later to analyze the cover image and extract the secret message.  

1.9 Questions to be Answered 

1- What are the image features that will be used to enhance detection? 

2- Which classification method will be used? 

3- What is the detection accuracy of the validation phase? 

4- What is the detection accuracy of the testing phase? 

1.10 Thesis Organization  

This thesis consist of five chapters, as below: Chapter one is the introduction, 

which introduced the topic of the research, background of the study, problem statement, 

scope of work, limitations of the proposed work, goal and objectives, motivation, 

significance of work and questions to be answered. 

Chapter two presents literature review, concepts and definitions which 

introduced the introduction, steganography, steganalysis, classes of steganalysis, 

steganalysis approaches, classification techniques used in steganalysis, steganalysis 

methods, image formats, image feature models, features selection based on co-



6 
 

occurrence matrix, gray level co-occurrence matrix, color gradient co-occurrence 

matrix, reasons for choosing steganalysis of images and the related work. 

Chapter three presents methodology and the proposed model which introduced 

the methodology approach, outline of the proposed model, statistical features selection, 

the classifier, and proposed model, required functionalities of the proposed model, the 

proposed system and the evaluation metrics. 

Chapter four  pesents experimental results and discussion which introduced the 

introduction, clean image dataset creation, experimental work, training and field testing 

steps and results and discussion. 

Chapter five presents conclusion and future work which introduced the 

conclusion and suggestions for future work. 
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Chapter 2 

Literature Review, Concepts and Definitions 

2.1 Introduction  

This chapter starts by providing an overview of steganography and a formal 

definition. We also provide the description of its counterpart, namely steganalysis. We 

discuss different types of steganalysis methods and classification techniques that are 

used in the steganalysis method.   

2.2 Steganography 

Steganography is a technique that involves hiding a message in a suitable 

carrier, e.g., image, audio and video file. The steganography community derives largely 

from the signal- and image-processing community. The less frequent contributions 

from the cryptography and information theory communities do not always use the same 

terminology, and this can make it hard to see the connections between different works. 

              Stego image                                                  Cover image                                   

   

    

 

 

 

 

 

 

Figure 2.1: a diagram of steganography and steganalysis. 

 

Hidden message  

(Multimedia) 

  

Steganography  

Steganalysis  
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Steganography is the art of communicating a secret message while the idea of 

steganography dates back to ancient times (from the available records we have on it), 

it is only recently that the actual name has been devised, by Johannes Trithemius (1462–

1516), as Steganography.  

The intention of steganography is to provide the secret transmission of data. 

Hence, it is difficult for the third person to realize about the existence of the hidden 

message in the cover media. 

In steganography, only the existence of the message is secret: the communication a 

channel is considered as open and the message itself is not usually modified so as to 

resist an attacker by itself (although it can be encrypted). The achievement is to hide 

the message as well as possible in an innocuous content so that any eavesdropper would 

have no suspicions. 

Figure 2.2 a case of steganography for which the hiding of the message is 

invisible to the human eye. It is important to distinguish steganography from 

cryptography, first: cryptography aims at modifying the message so that it becomes 

impossible to read to an eaves dropper. It is of no concern to cryptography that the 

encrypted message might look suspicious. Steganography may not alter the message 

but only hides it in a medium, so that it will not raise suspicions. 

Figure 2.2: a simple illustration of steganography for an image (Miche, 2010). 
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A message m is embedded in the cover image by means of a steganographic algorithm. 

The resulting image, looking as similar as possible to the original cover image, is called 

stego image. 

 

There are three main techniques that are used in data protection; steganography, 

watermarking and cryptography. Steganography protects the privacy of a document by 

embedding it inside a cover media, while watermarking protects the copy-right of a 

document by embedding data in the document so that an unauthorized user will not be 

able to access the document’s contents without knowledge of the hidden data and how 

it is stored. Cryptography protects the privacy of a document by ciphering the document 

text. Table 2.1 and Figure 2.3 present a comparison of steganography, watermarking 

and cryptography methods. 

Table 2.1: comparison of steganography, watermarking and cryptography. 
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Figure 2.3: The different embodiment disciplines within the area of information 
hiding. 

 
  
2.3 Steganalysis 

Steganalysis is the art of seeing the unseen; to separate stego objects and not-

stego-objects with practically no information about the steganography based 

algorithms. The objective of steganalysis is to gather any evidence about the presence 

of hidden data (Manveer, Gagandeep, 2014). 

It is important to develop a steganalysis technique which detects the existence 

of hidden messages inside the digital medium. The documents without any hidden 

messages are called clean documents and the documents with hidden messages are 

named cover or stego documents. 

The concept of steganalysis is again very different from that of cryptanalysis (as 

steganography differs from cryptography): in cryptanalysis, the aim is to “break the 

Security systems 

Cryptography 

Information Hiding 

Steganography Watermarking 

Technical 
Steganography 

Digital image 
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code” and then get the encoded message. Steganalysis does not aim at obtaining the 

message hidden in the cover medium, but only at detecting the mere presence of it.  

The original goal of steganalysis was hence to give two-category to the question 

“Is there a message hidden in this medium?” (Miche, 2010). 

Steganalysis is usually performed in one of two ways: signature analysis and 

blind detection. In signature analysis, the steganographic hiding method is known, 

which makes detection easier. Embedding algorithms always leave a particular 

signature, which can be tracked for detection. (Johnson & Jajodia, 1998), (Luo, Wang, 

Wang, & Liu, 2008). 

Figure 2.4 shown the classical steganalysis process, in contrast, the blind 

detection technique has no knowledge of the hiding method. Although this detection 

technique is obviously the most commonly used, it is by far the most difficult to 

implement (Johnson & Jajodia, 1998), (Luo, Wang, Wang, & Liu, 2008). 

  

 
Figure 2.4: The classical steganalysis process (Miche, 2010). 
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 A suspicious image processed using steganalysis is identified as genuine of 

stego (tampered). In other words, steganalysis is the counter measure to steganography 

methods, for the detection, extraction, destruction and manipulation of the hidden data 

in a stego object, Figure 2.5 Shows the Steganography and Steganalysis Processes 

The challenges of steganalysis are: to get Stego-Image Database, to develop 

universal or specific steganalysis algorithms, to test the Steganalysis algorithm against 

different payload Stego Images, to check its robustness, detection of the presence of 

hidden message in a cover signal, identification of embedding algorithm, estimation of 

embedded message length, prediction of location of hidden message bits, estimation of 

the secret key used in the embedding algorithm, estimation of a parameter of embedding 

algorithm, and extraction of the hidden message. (Thiyagarajan, Aghila & Venkatesan, 

2012).  

  

Steganalysis 

  

 

  

  

  

  

  

  

  

  

  

 Figure 2.5: Steganography and Steganalysis Processes (Badr, Ismaial, Khalil, 2014) 
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2.3.1 Classes of Steganalysis 

The primary steganalysis goal is to detect a message in a suspicious medium; 

the field has evolved towards some refinements, derived from the original idea. The 

two-category classification of images as clean or stego could be qualified as qualitative 

steganalysis, although this terminology is not often used (Miche, 2010). 

Steganalysis techniques can be classified as:   

 Targeted Steganalysis: A targeted steganalysis technique works on a specific 

type of steganography scheme and sometimes is limited to certain image 

formats. 

 Blind Steganalysis: A blind steganalysis technique is designed to work on all 

types of embedding techniques and image formats. 

 Quantitative Steganalysis: The quantitative steganalysis approach differs 

from the qualitative steganalysis in that it predicts the length of the message 

that has been hidden in the cover medium. 

 Forensic Steganalysis: the forensic steganalysis goes beyond the detection 

step of the classical steganalysis, obtaining the actual hidden message (Miche, 

2010). 

2.3.2 Steganalysis Approaches   

The different approaches of steganalysis are:  

Visual attacks: by analyzing the images visually, when inspecting an image a 

compound with a known clean in the same image, to find out if there are differences 

(Prakash, 2006).  
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Structural attacks: the process of embedding secret data in a cover medium may result 

in structural or format changes which can be detected at steganalysis stage. For example 

a change in compression or resolution of the cover image is an indication that the image 

was manipulated.   

Statistical attacks: in this types of attacks the statistical analyses of the images by some 

mathematical formulas is applied and the detection of hidden data is, based on these 

statistical results. 

2.3.3 Classification Techniques Used in Steganalysis 

Classification identifies images into classes such as a (cover or stego image) 

based on their feature values. The primary classification involved in steganalysis is 

supervised learning. In supervised learning, a set of training samples (consisting of 

input features and class labels) is fed in to train the classifier. Once the classifier is 

trained, it predicts the class label of an unclassified image based on the given features. 

There are several classification techniques that are used in steganalysis 

(Schaathun, 2012), including: Discriminant analysis( DA), Support Vector Machine 

Classification (SVM), Naive Base(NB) and Decision Tree Classification (DT), K-

Nearest Neighbor Classification (KNN), and Artificial Neural Network Classification 

(ANN).  For steganalysis techniques that aim to detect the existence of a hidden 

message inside a carrier document, a binary classifier is used which results is negative 

or positive outcome. The Artificial Neural Network (ANN) and the new Deep 

learning Neural Network (DNN) are sometimes used in binary classifications but they 

tend to be generally slower when processes large sets of data. 
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2.3.4 Steganalysis Methods 

  Some of the steganalysis methods based on the color of the pixel, introduced 

a powerful statistical attack that can be applied to any steganography technique in which 

a set of Pairs of Values (POVs) are used to detect the presence of the secret message. 

The fact that any Steganographic techniques change the frequency of a pair of value 

during message embedding process. This method was effective in detecting Stego-

images generated from the variety of Steganography algorithms. (Westfeld & 

Pfitzmann, 2000). Steganalysis methods are classified as follows:  

1- Supervised learning based steganalysis. 

2- Blind identification based steganalysis. 

3- Parametric statistical steganalysis. 

Most currant steganalysis research focus on the supervised learning method, to achieve 

blind steganalysis.   

2.4 Image Formats 

1- BMP image 

The bitmap or BMP format is considered a simple image file format. BMP files are 

device-independent files most frequently used in Windows systems, and it is based on 

the RGB color model. Header region contains information and other details about size 

and color depth. Data region contains the values of each pixel.  

Files in the BMP format can be single channel or three channels color or grayscale. 

The bmp format allows for lossless compression but it is most often used with 

uncompressed images. 
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 2- Tiff image 

TIFF (Tag Image File Format) is a common format for exchanging raster 

graphics (bitmap) images between applications programs, A TIFF file can be identified 

as a file with a ".tiff" or ".tif" file name suffix.  TIFF format supports RGB, indexed 

color, and grayscale images with alpha channels and bitmap mode images without alpha 

channels. 

TIFF is a flexible bitmap image format supported by all paint, page layout, and image 

editing. TIFF documents have a maximum file size of 4 GB. TIFF image format allows 

for lossless compression. 

 3- JPEG image 

Joint Photographic Experts Group (JPEG) format is commonly used to display 

photographs in HTML documents. JPEG format supports RGB, and grayscale color 

modes, and does not support transparency. The JPEG format retains all color 

information in an RGB image but compresses file size by selectively discarding data. 

A JPEG format is a commonly used method of lossy compression for digital images. A 

JPEG file is created by choosing a range of compression qualities. When a JPEG image 

is converted from another format to JPEG, image quality is required to be specified.   

4- PNG image 

  Portable Network Graphics (PNG) format is a raster graphics file format that 

supports lossless data compression, it is expected to replace the Graphics Interchange 

Format (GIF) that is widely used on today on the Internet.  

PNG format supports RGB, grayscale, indexed color and bitmap mode images.  
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PNG preserves transparency in grayscale and RGB images. The PNG format was 

developed by an Internet commission expressly to be patent-free. PNG supports 24-bit 

images and produces background transparency without jagged edges; however, some 

web browsers do not support it. 

2.5 Image Feature Models 

   2.5.1 Features Selection Based on Co-occurrence Matrix 

A co-occurrence matrix or co-occurrence distribution is a matrix that defines an image 

to be the distribution of co-occurring pixel values (grayscale values, or colors) at a given 

offset. (Wiki/Co-occurrence matrix, 2016), Figure 2.6 shows the Illustration of the co-

occurrence matrix as a 3D function which was selected from (www.researchgate.net).  

 

 

 

 

 

 

 

Figure 2.6: Illustration of the co-occurrence matrix as a 3D function. 

 

2.5.2 GLCM (Gray Level Co-occurrence Matrix) 

The gray level co-occurrence matrix (GLCM) is common technique in statistical 

image analysis that is used to estimate image properties related to second-order 

statistics. It was defined by Haralick et al (1973). It shows how often a pixel value 
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known as the sign pixel with the strength value (i) occurs in specific relationship to a 

pixel value known neighbor pixel with the strength value (j). So, each element (i, j) of 

the matrix is the number of case of the pair of the pixel with value (i) and a pixel with 

value j which are at a distance d about to each other. The GLCM is a measure of how 

often different combinations of pixel brightness values occur in an image. Because two 

samples are compared, GLCM is referred to as a second order texture classification 

method.  

It is widely used for classification of satellite images (Eichkitz, Davies, Altmann, 

Schreilechner & de Groot, 2015).   

(HAN, 1990) Defined 14 statistical features from the gray-level-co-occurrence matrix 

for texture classification. GLCM has shown to be effective in studying different images 

however no such claim can be made for image type. A statistical way of research work 

that considers the spatial relationship of pixels is the gray-level co-occurrence matrix 

(GLCM). 

So, a GLCM is a histogram of co-occurring grey-scale values at a given offset over an 

image. The image statistic features are important clues to determine whether hiding 

information or not from the detection process. 

Table 2.2 shows the properties of the image derived from GLCM. 
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 Table 2.2: Properties of the image derived from GLCM. 

 

2.5.3 CGCM (Color Gradient Co-occurrence Matrix) 

  The system was developed to detect RGB stego images with 24-bit depth 

(Haralick, Shanmugam, & Dinstein). An image database was formed to test and train 

the system.  However, no single steganalysis method or tool can detect all types of 

steganography or support all available image formats. Therefore a need exists for 

enhancing steganalysis systems to deal with different image formats and to break 

different steganography methods . 

Statistic Description Formula 

 Contrast Measures the local 

variations in the gray-level 

co-occurrence matrix. 

 

 Correlation Measures the joint 

probability occurrence of the 

specified pixel pairs. 

 

 Energy Provides the sum of squared 

elements in the GLCM. Also 

known as uniformity or the 

angular second moment. 

 

Homogeneity Measures the closeness of 

the distribution of elements 

in the GLCM to the GLCM 

diagonal. 
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Gong and Wang, in 2012 made the real achievement of the proposed system 

was performed within the decision-making model.  

The detection system was prepared to work as a blind form of steganalysis. In 

this type of steganalysis, the system does not target particular steganography methods 

or specific image formats. The proposed system is based on read out statistical features 

from the color gradient co-occurrence matrix (CGCM), which is the most helpful 

detection technique regarding blind steganalysis (Aljarf, October 2013). Therefore, the 

proposed detection system was able to detect different types of stego images formed 

with various steganography methods. CGCM that are sensitive to the color 

interconnection between close pixels and breaks in image build. 

2.6 Reasons for Choosing Steganalysis of Images  

Image is the most available type of cover to hide a secret message over the 

internet. Also they can be used as carrier objects without raising much suspicion.  

Image files have a lot of capacity redundancy, which provides space for embedding. 

Therefore due to the wide use of images in information hiding, research work in 

steganalysis have addressed the problem of detecting hidden data inside various types 

of images.  
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2.7 Related Work 

Steganalysis research has been investigating several aspects in the detection of 

hidden messages in stego images, including detecting the presence of a hidden message, 

estimating message length and extracting the message. 

Also, features of cover media for steganalysis have been studied, in particular 

texture features of images, such as GLCM and Entropy.     

Aveibas et al (2003) take the regress analysis to analyses image based an image 

metrics. Fridrich, Miroslav (2004) describe a new very accurate and reliable method 

that can detect LSB embedding in randomly scattered pixels in both 24-bit color images 

and 8-bit grayscale or color images. It is based on our previous work on lossless data 

embedding. By inspecting the differences in the number of regular and singular groups 

for the LSB and the “shifted LSB plane”, thy can reliably detect messages as short as 

0.03bpp. 

Arvis, et al (2004) have proposed a multispectral method considering the 

correlations between the colour bands. To study the efficiency of their method, they 

tested it in a classification problem on the image databases VisTex and Outex available 

on the internet. They also extended the co-occurrence method according to the two 

other approaches, which are: (fusion of texture and color descriptors and quantization 

of the color image) to have a comparison between the three approaches to the texture 

in color images. 

Lyu, Farid (2004) described a universal steganalysis algorithm that exploits the 

inherent statistical regularities of natural images. The statistical model consists of rst 

and higher-order color wavelet statistics. A one-class support vector machine (OC-

SVM) was employed for detecting hidden messages in digital images. The work 
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presented here builds on our earlier work where we used rst and higher-order grayscale 

wavelet statistics and a two-class support vector machine. The addition of color 

statistics provides a considerable improvement in overall detection accuracy. And, 

while a fully trained two-class SVM is likely to outperform an OC-SVM, the OC-SVM 

has the advantage that it is more likely to generalize to stego programs not previously 

seen by the classier. In addition, the training of the OC-SVM is simplied as it only 

requires training on the more easily obtained cover (non-stego) images. 

Liu, Sung, Xu and Ribeiro (2006) proposed a scheme for steganalysis of LSB 

matching steganography based on feature extraction and pattern recognition techniques. 

Shape parameter of generalized Gaussian distribution (GGD) in the wavelet domain is 

introduced to measure image complexity. Several statistical pattern recognition 

algorithms are applied to train and classify the feature sets. Comparison of our method 

and others indicates our method is highly competitive. It is highly efficient for color 

image steganalysis. It is also efficient for grayscale steganalysis in the low image 

complexity domain. Zou et al (2006) proposed a supervised learning based on 

steganalysis method which uses two dimensinal Markov chain based framework to 

capture traces of message embedding. The proposed scheme in Zou et al (2006) uses 

local neighborhood of the current pixel to predict pixel values. The prediction-error 

image is then 4 generated by subtracting the predicted value from the actual pixel value 

and then comparing the different with a predened threes hold. 

Liu, Sung, Xu and Ribeiro (2008) proposed a new metric of image complexity 

to enhance the evaluation of steganalysis performance. In addition, thy also present a 

scheme of steganalysis of least significant bit (LSB) matching steganography, based on 

feature mining and pattern recognition techniques. Compared to other well-known 

methods of steganalysis of LSB matching steganography. 
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Tomas pevny, Patrick bas and Jessica fridrich (2010), presents a method for 

detection of steganographic methods that embed in the spatial domain by adding a low-

amplitude independent stego signal, an example of which is least significant bit (LSB) 

matching. First, arguments are provided for modeling the differences between adjacent 

pixels using first-order and second-order Markov chains. Subsets of sample transition 

probability matrices are then used as features for a steganalyzer implemented by 

support vector machines. The major part of experiments, performed on four diverse 

image databases, focuses on evaluation of detection of LSB matching. The comparison 

to prior art reveals that the presented feature set offers superior accuracy in detecting 

LSB matching. Even though the feature set was developed specifically for spatial 

domain steganalysis, by constructing steganalyzers for ten algorithms for JPEG images, 

it is demonstrated that the features detect steganography in the transform domain as 

well.  

Jan Kodovský, Jessica Fridrich, Member, IEEE, and Vojtěch Holub (2010), 

propose an alternative and well-known machine learning tool ensemble classifiers 

implemented as random forests and argue that they are ideally suited for steganalysis. 

Ensemble classifiers scale much more favorably w.r.t. the number of training examples 

and the feature dimensionality with performance comparable to the much more 

complex SVMs. The significantly lower training complexity opens up the possibility 

for the steganalyst to work with rich (high-dimensional) cover models and train on 

larger training sets two key elements that appear necessary to reliably detect modern 

steganographic algorithms. Ensemble classification is portrayed as a powerful 

developer tool that allows fast construction of steganography detectors with markedly 

improved detection accuracy across a wide range of embedding methods. The power of 
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the proposed framework is demonstrated on three steganographic methods that hide 

messages in JPEG images.  

Natarajan Meghanathan1 and Lopamudra Nayak (2010), analyzed the 

steganalysis algorithms available for three commonly used domains of steganography 

(Image, Audio and Video). Image steganalysis algorithms can be classified into two 

broad categories: Specific and Generic. The Specific steganalysis algorithms are based 

on the format of the digital image (e.g. GIF, BMP and JPEG formats) and depend on 

the underlying steganography algorithm used. The Generic image steganalysis 

algorithms work for any underlying steganography algorithm, but require more 

complex computational and higher-order statistical analysis. 

Kang Leng Chiew (2011), investigated steganalysis that extract information 

related to a secret message hidden in multimedia document. He focused analysis on 

steganographic methods that use binary images as the medium for a secret message. 

The work organised according to the amount of information extracted about the hidden 

message. 

 Wang and Gong, (2012) proposed a steganalysis algorithm based on colors-

gradient co-occurrence matrix (CGCM) for GIF images. CGC Misco structed with 

colors matrix and gradient matrix of the GIF image, and 27-dimensional statistical 

features of CGCM, which are sensitive to the color-correlation between adjacent pixels 

and the break in go fima get exture, are extracted. This proposed steganalysis algorithm 

does not require lot of computing time. 

Ahd Aljarf (2013) has proposed a steganalysis system for both gray and color 

images based on four features which are contrast, energy, homogeneity and correlation, 

using grey images for steganography has many limitations. First, the capacity of hiding 

data is low, due to the fact that the image bit depth is always 8. Moreover, most of the 
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grey images are BMP file format. In addition, in case of converting them to another 

format, they will convert to color images. Otherwise, the resolution of these images will 

noticeably affect. However, in regards to the initial test, the co-occurrence function 

used in MATLAB supports the grey images only. This means this function has to be 

used with each single color channel in the color image. For example, extract the co-

occurrence matrix for the red, green and blue channel; therefore, there will be three 

matrixes for each color image. 

Veenu Bhasin, Punam Bedi (2013) proposes a novel blind Steganalysis process, 

for colored JPEG images. Extreme Learning Machine (ELM) has been used to classify 

the images into stego images and non-stego images. The feature set used for 

classification of images consists of 810 features. First 405 features are based on Markov 

random process applied on correlations among JPEG coefficients of image. Calibration 

is applied on these Markov features to get the remaining 405 features. These calibrated 

features are the difference between the Markov features of the image and Markov 

features of a reference image, obtained by decompressing, cropping and recompressing 

the image. Experimental results show that our proposed ELM based steganalysis 

method clearly outperforms other SVM based steganalysis methods in terms of 

percentage of correctly classified images and in terms of time taken for both training 

and testing. The fast speed of the proposed method due to fast learning time of ELM 

makes it useful for real-time steganalysis. 

Manveer, Gagandeep (2014) proposed to extract the content of the image by 

some techniques in which we make an image blurred and up to some extent distortion. 

This so-called Kerckhoff’s principle is always assumed in cryptography Critical review 

of the current Steganalysis algorithms that is used in the steganalysis technique. 



26 
 

 Christoph Georg Eichkitz1, John Davies, Johannes Amtmann1, Marcellus 

Gregor Schreilechner1 and Paul de Groot (2015) demonstrate how gray level co-

occurrence matrix can be adapted to work on 3D imaging of seismic data. GLCM can 

provide important insight into the subsurface through attribute analysis. Different 

authors have shown that the GLCM is a useful tool for the description of seismic facies. 

Because GLCM-based attributes can be calculated in different directions, they can be 

used to determine directional variations in seismic data. This opens the door to 

differentiate between sedimentary facies and patterns of fracturing, including the 

delineation of fractured zones and their strike and dip.     

Cecilia Di Ruberto, Giuseppe Fodde and Lorenzo Putzu, (2015) proposed 

Different Color Spaces for Medical Color Image Classification. In order to extend the 

classical grey level texture features to color texture features they started by 

decomposing the color image into the three channels Ch1, Ch2 and Ch3, obtaining three 

different images. The most intuitive way to take into account color information for the 

computation of texture feature is to use the classical implementation and pass to them 

every time a different color channel. The results of the combination is a feature vector 

nine time larger than the classical feature vector, composed of three intra-channel 

feature vector (Ch1, Ch1), (Ch2, Ch2) and (Ch3,Ch3) and six inter-channels feature 

vector (Ch1, Ch2), (Ch2, Ch1), (Ch1, Ch3), (Ch3, Ch1), (Ch2, Ch3) and (Ch3, Ch2). 

The combination did not include the three channels as one vector.  

Al-Taie (2017) presented a steganalysis model that is based on an enhanced 

GLCM feature set, in the analysis of gray-scale one channel images. The research 

included experimental results of analyzing a large number of gray-scale images from 

public datasets. The Discriminant Analysis two-category classifier was used in the 

proposed model. Table 2.3 summarizes the main features of the related work. 
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Table 2.3 the main features of the related work 

Features and Benefits  Year  Papers 
take the regress analysis to analyses image based an image 
metrics 

2003 Aveibas 

Describe a new very accurate and reliable method that can 
detect LSB embedding in randomly scattered pixels in both 
24-bit color images and 8-bit grayscale or color images. It is 
based on lossless data embedding. 

2004   Fridrich, Miroslav 

Proposed a multispectral method considering the correlations 
between the color bands. To study the efficiency of their 
method, they tested it in a classification problem on the 
image databases VisTex and Outex available on the internet. 

2004  Arvis  

Described a universal steganalysis algorithm that exploits the 
inherent statistical regularities of natural images. The 
statistical model consists of rst and higher-order color 
wavelet statistics. 

2004  Lyu, Farid 

Proposed a scheme for steganalysis of LSB matching 
steganography based on feature extraction and pattern 
recognition techniques. Shape parameter of generalized 
Gaussian distribution (GGD) in the wavelet domain is 
introduced to measure image complexity 

2006  Liu, Sung, Xu and 
Ribeiro  

Proposed a supervised learning based on steganalysis method 
which uses two dimensional Markov chain based framework 
to capture traces of message embedding.  

 2006  Zou   

Proposed a new metric of image complexity to enhance the 
evaluation of steganalysis performance. In addition, thy also 
present a scheme of steganalysis of least significant bit (LSB) 
matching steganography, based on feature mining and pattern 
recognition techniques 

2008  Liu, Sung, Xu and 
Ribeiro 

Presents a method for detection of steganographic methods 
that embed in the spatial domain by adding a low-amplitude 
independent stego signal, an example of which is least 
significant bit (LSB) matching. 

2010  Tomas pevny, Patrick 
bas and Jessica 
fridrich 

Propose an alternative and well-known machine learning tool 
ensemble classifiers implemented as random forests and 
argue that they are ideally suited for steganalysis. Ensemble 
classifiers scale much more favorably w.r.t. the number of 
training examples and the feature dimensionality with 
performance comparable to the much more complex SVMs. 

2010  Jan Kodovský, 
Jessica Fridrich, 
Member, IEEE, and 
Vojtěch Holub 

Analyzed the steganalysis algorithms available for three 
commonly used domains of steganography (Image, Audio 
and Video). 

2010  Natarajan 
Meghanathan1 and 
Lopamudra Nayak 

investigated steganalysis that extract information related to a 
secret message hidden in multimedia document 

2011  Kang Leng Chiew 

Proposed a steganalysis algorithm based on colors-gradient 
co-occurrence matrix (CGCM) for GIF images. CGC Misco 
structed with colors matrix and gradient matrix of the GIF 
image, and 27-dimensional statistical features of CGCM 

2012  Wang and Gong 
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proposed a steganalysis system for both gray and color images 
based on four features which are contrast, energy, homogeneity 
and correlation, Using grey images for steganography has many 
limitations 

2013  Ahd  Aljarf  

Proposes a novel blind Steganalysis process, for colored JPEG 
images. Extreme Learning Machine (ELM) has been used to 
classify the images into stego images and non-stego images. The 
feature set used for classification of images consists of 810 
features. First 405 features are based on Markov random process 
applied on correlations among JPEG coefficients of image 

2013  Veenu Bhasin, 
Punam Bedi  

Proposed to extract the content of the image by some techniques 
in which we make an image blurred and up to some extent 
distortion.  

2014  Manveer, 
Gagandeep  

Demonstrate how gray level co-occurrence matrix can be adapted 
to work on 3D imaging of seismic data. GLCM can provide 
important insight into the subsurface through attribute analysis 

2015  Christoph Georg 
Eichkitz1, John 
Davies, Johannes 
Amtmann1, 
Marcellus Gregor 
Schreilechner1 
and Paul de Groot 

Proposed Different Color Spaces for Medical Color Image 
Classification. In order to extend the classical grey level texture 
features to color texture features they started by decomposing the 
color image into the three channels Ch1, Ch2 and Ch3, obtaining 
three different images 

2015  Cecilia Di 
Ruberto, 
Giuseppe Fodde 
and Lorenzo 
Putzu 

Presented a steganalysis model that is based on an enhanced 
GLCM feature set, in the analysis of gray-scale one channel 
images. 

2017  Al-Taie, zaid 
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Chapter 3 
 

Methodology and the Proposed Model 
 

3.1 Methodology Approach 

This work follows an experimental approach for achieving the research 

objectives. Relevant data about secret and cover images will be analyzed as necessary 

to enhance the detection performance of the proposed model. 

3.2 Outline of the Proposed Model  

The proposed model aims to detect the existence of a hidden message that has 

been embedded inside an RGB cover image. The detection task is based on prior 

training of a classifier on the features of a dataset of clean and stego images, using 

supervised learning techniques.  The statistical texture features of the proposed model 

consists of two parts: a single channel feature set and multi-channel feature sets. The 

single channel features set includes standard texture features as well as additional 

statistical features. The feature sets are used in the training and the detection phases.     

3.3 Statistical Features Selection 

The proposed model is founded on a channel-based feature set evaluation that 

will be combined into two or three channels feature sets for image-based steganalysis. 

The channel based feature set (CFS) consists of GLCM features, (Contrast, 

Correlation, Energy and Homogeneity), as well as other texture features such as 

Entropy, that was suggested by haralick (1973) in the study of texture features of 

images, and have been used in many steganalysis research work , Kang Leng Chiew 

(2011), Ahd Aljarf (2013) and Zaid Al-Taie (2017). 

The single channel feature set consists of the features shown in table 3.1   
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Table 3.1 list of the selected single channel features  

Feature Name Feature Description 

CC-LR Correlation coefficient between LHB and RHB 

CV-B Coefficient of variation of full bytes 

CV-R Coefficient of variation of RHB 

GLCM-B Contrast, Correlation, Homogeneity Energy, of full bytes 

GLCM-R Contrast, Correlation, Homogeneity, Energy, of RHB 

GLCM-3LSB Contrast, Correlation, Homogeneity, Energy, of 3LSB 

GLCM-4LSB Contrast, Correlation, Homogeneity, Energy, of 4LSB 

Entropy-B Entropy of full bytes 

Entropy-R Entropy of RHB 

Diff-R Average of absolute difference between successive right 

half  bytes 

Skew-B Skewness of full bytes 

Skew-R Skewness  of RHB 

 

3.3.1 Gray-Level Co-occurrence Matrix 

The GLCM (Gray-level co-occurrence matrix) is a common technique in 

statistical image analysis, The GLCM, which is a square matrix can reveal certain 

properties of the spatial distribution of the Gray levels in the texture image. 

The GLCM is created from a gray-scale image. The GLCM calculates how often a pixel 

with gray-level (grayscale intensity or Tone) value i occur either horizontally, 

vertically, or diagonally to adjacent pixels with the value j. Where i & j are the gray 

level values in the image.  

GLCM is the two-dimensional matrix of joint probabilities Pd,θ (i, j) between 

pairs of pixels, separated by a distance d in a given direction θ. The GLCM is a measure 
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of how often different combinations of pixel brightness values occur in an image. 

Because two samples are compared, GLCM is referred to as a second order texture 

classification method. GLCM function result can be either logical or numeric, and it 

must contain real, non-negative, finite integers. 

3.3.2 Entropy 

A scalar value representing the entropy of grayscale image. Entropy is a 

statistical measure of randomness that can be used to characterize the texture of the 

input image. Entropy is defined as a function that is represented mathematically as in 

the equation below:  

ݕݎݐ݊ܧ = ݅	 logଶ ݅


 

Where p contains the histogram counts. In the proposed model, the entropy function 

will be calculated for full bytes and right half bytes. 

3.3.3 Coefficient of Variation 

A coefficient of variation (CV) is a statistical measure of the dispersion of data 

points in a data series around the mean. The coefficient of variation represents the ratio 

of the standard deviation to the mean. The CV metric is considered a useful statistic for 

comparing the degree of variation from one data series to another, even if the means 

are drastically different from one another. In this work the CV will be calculated for 

full bytes and half bytes. 
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3.3.4 Difference between Adjacent Bytes 

This feature is used as a measure of the degree of change in intensity between 

adjacent bytes. The difference feature is calculated as the average of the absolute 

difference in value between every two adjacent bytes of an image. 

 It is assumed that a tampered image will have higher differences in the values 

of adjacent bytes than in clean images, due to the change introduced by bit replacement 

in bytes of the stego image. This feature can be calculated for the full byte or the right 

half byte. (Al-Taie, 2017).   

3.3.5 Skewness 

Skewness is a measure of the asymmetry of the probability distribution of a real-

valued random variable about its mean. The skewness value can be positive or negative, 

or even undefined. (Kumar, Gupta, 2012). 

3.3.6 Multi-Channel Feature Merge 

In this work, an image is evaluated according to each individual channel, and 

using a multi-channel merge. When the three channels are evaluated separately, the 

steganalysis outcome will result in 'stego' decision if any of the three channels is 

classified as stego. The three channels feature sets will be combined to provide a full 

image feature set, as below: 

 Channel-based feature set (CFS) for each of the (R, G, and B) channels.  

 Dual channel feature set (RG, RB, GB) which are formed by merging two 

channel feature sets. 

 Triple channel feature set, which is formed by merging feature sets of 

individual RGB channels. 
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3.4 The Classifier 

The support vector machine (SVM) binary classifier will be used in the 

classification process. A comparison will be made with the QDA classifier, which is 

also used in steganalysis experimental work. 

Implementation of the proposed model will use the SVM and QDA classifiers 

that are available in MATLAB. 

    3.4.1 Support Vector Machine 

Support Vector Machine (SVM) is a supervised learning technique for 

classification. SVM is widely used and most popular in Machine learning community. 

The way to the success of SVM is the kernel function which maps the data from the 

original space into a high dimensional feature space. The SVM produces non-linear 

boundaries in the original space. 

One of the most important advantage for the SVM is that it secure generalization 

to some extent. Because of the many properties of SVM, it has been widely applied to 

virtually every research field (Prakash, 2006).  

In the implementation of this work is the SVM classifier in MATLAB is called 

as an out-of-the-box classifier (James, Witten, Hastie, & Tibshirani, 2013), and is given 

a training set and an unseen vector of features of an image. The output from the 

classifier is a single two category value (0, 1) about the outcome of classifying the 

unseen images.    
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3.5 The Proposed Model 

The proposed steganalysis model is based on analyzing texture features of an 

RGB image, with the aim of detecting the existence of hidden data.   

The model evaluates features of single channels, and combined features of dual and 

triple channels. 

To realize the objectives of the proposed model, three processes are required: 

 Steganography, which involves embedding of secret data inside cover images 

 Feature extraction from clean and stego images 

 Training and testing of a classifier based on the selected features and the 

classifier  

3.6 Required Functionalities of the Proposed Model   

 Steganography modules to embed a secret file inside an RGB image 

 Feature extraction from a batch of clean and stego images 

 Batch classification of a group of test images against a training set 

 Single image classification, against a training set 

3.7 The Proposed System  

The steganalysis system for this study is developed to implement the required 

functionalities of the proposed model, the implementation of the proposed system 

which includes the required functionalities as below:  
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1- Phase 1: Embedding 

The steganography methods that will be used for the stego images are the 

spatial domain 2LSB and 4LSB, with sequential embedding in single channels or 

three channels. Figure 3.1 shows a flow chart of embedding   

 

 

 

   

 

 

 

 

 

 

  

 

 

Figure 3.1 Flow chart of embedding 
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2- Phase 2: Feature Extraction 

The selected channel based features are extracted from each color channel of 

clean and stego images. The features are extracted using built-in functions in 

MATLAB, including GLCM, Entropy, Correlation Coefficient, Standard deviation, 

mean, skewness. The coefficient of variation (CV) is calculated as below: 

 

ܸܥ	 =
Standard	Deviation	(n)

			Mean	(n)  

 
 Where n is vector of single bytes or parts of bytes. 

Output from the feature extraction is a feature set file in Excel that contains 

features of single channels in separate worksheets. The feature set file is used in the 

creation of single channel and multi-channel training and testing files in CSV format 

(comma-separated-values), for processing by the classifier.  

The training files, (single channel or multi-channel) are formed by margining 

equal number of clean and stego images features set data.  

The testing (unseen) files contains feature set data of one or more images that 

are not part of the tanning data.  

Figure 3.2 shows a flowchart of the Feature Extraction process.  
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Figure 3.2 Flowchart of the Feature Extraction process 

 

3- Phase 3: Single Image Classification 

In this phase, the feature set vector of a single image is processed by the 

classifier, which represent the test data to be classified as clean or stego. The classifier 

is called twice, where in each run a different training file is used that represents a 

different stego scheme.  

A testing (unseen) image is classified as stego if one of the classifiers classifies 

it as such. This represents a blind steganography approach where training data from 

multiple stego schemes are used. It is possible to include other training files from spatial 

or transform domain embedding stego schemes. Figure 3.3 shows a flowchart of the 

Single image Classification. 
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Figure 3.3 Flowchart of the single image classification process  
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4- Phase 4: Batch of Image Classification 

In this phase, a batch of testing images are classified as in the single image 

classification phase. The feature set data of individual testing images are processed 

independently, giving the outcome for each image. The purpose of this phase is to 

simplify the process of classifying a large number of images.    

3.8 Evaluation Metrics 

The following metrics will be used in evaluating the detection performance of the 

proposed model: 

 True Negative Rate (TN): The ratio of true negative detections to the number of 

clean images. 

 True Positive Rate (TP): The ratio of true positive detections to the number of 

stego images.   

 False Negative Rate (FN): The ratio of false negative detection to the number 

of stego images. 

 False Positive Rate (FP): The ratio of false positive detection to the number of 

clean images. 

 Detection Accuracy: The ratio of correctly detected clean and stego images to 

the total number of clean and stego images represent the detection accuracy 

(James, Witten, Hastie, & Tibshirani, 2013), as bellows:  

 Accuracy = (TN + TP) / (TN + TP + FP + FN). 
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Chapter 4 

Experimental Results and Discussion 

 

4.1 Introduction  

The proposed model was implemented in MATLAB as a working system. A 

titled “Experimental Steganalysis System (ESS)”. The stego images that were analyzed 

in this work were created using two steganography models, the 2LSB model which 

embeds 2 bits per pixel (2 bpp) and 4LSB model, which embed 4 bits per pixel (4 bpp). 

The experimental work included embedding of secret images in two training datasets 

and one testing dataset (in three channels or one channel), features extractions, training 

and validation, and testing. 

4.2 Clean Image Dataset Creation  

The selected clean cover image type is the uncompressed BMP-RGB in three 

channels. Two dataset were used, for dual validation. The first validation dataset 

consists of 1500 clean images that were downloaded from the Natural Resources 

Conservation (NRC) image dataset (www.photogallery.sc.egov.usda.gov). The 

original NRC images were converted from TIFF to BMP format, and resized to 

(512×512 dimensions). The second validation dataset is based on the Caltech bird's 

images dataset (www.vision.caltech.edu), which is in color JPG formats. A set of 

1500 Caltech images were converted to BMP format, (512×512 dimensions). Figure 

4.1 and 4.2 shows a sample of the NRC and Caltech images one of the converted 

images. The testing dataset consists of a set of 1000 NRC images that were not part of 

the training dataset, and were converted to uncompressed PNG format, (512×512 

dimensions), to test the model on an alternative RGB format.  
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The clean images from the training and testing datasets were embedded with 

different secret images to generate the stego datasets. 

 

 

 

 

 

 

Figure 4.1 Sample of NRC cover image. 

 

 

 

 

 

Figure 4.2 Sample of Caltech cover image. 
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For the secret image, we have used two images; one for high capacity embedding 

using the 4LSB scheme and the other for low capacity embedding using 2LSB 

scheme. 

The secret image for high capacity embedding is the, the house.bmp image from SIPI 

dataset was chosen (www.sipi.usc.edu). Figure 4.3 shows the house.bmp. It was 

resized to fit the maximum hiding capacity of the selected cover images using 4LSB, 

i.e. its size is equal to 50% of the cover size. 

 

 

 

 

 

 

Figure 4.3 The secret image house.bmp (360×360, 379 KB) 

(www.sipi.usc.edu) 

The secret image for low hiding capacity experiments were conducted. The image 

Peppers.jpg, shown in figure 4.4, was selected from the Gonzales dataset 

(www.imageprocessingplace.com ). It was resized to fit the maximum hiding capacity 

of the selected cover images using 2LSB, i.e. its size is equal to 25% of the cover size. 
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Figure 4.4 The secret image peppers.bmp (254×254, 189 KB) 

(www.imageprocessingplace.com ) 

For single channel embedding using the 2LSB technique, the secret image 

Harvard.jpg was used, as shown in Figure 4.5, which was selected form 

wikimedia.org images.      

 

 

 

 

 

 

Figure 4.5 The secret image Harvard.jpg (354×520, 63 KB), (wikimedia.org images) 
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4.3 Experimental Work 

This research work is based on an experimental evaluation of the proposed 

model using an RGB cover image dataset. The cover images are uncompressed, RGB 

images.  

The experimental work is carried out in the stages shown in activity diagram 

 Figure 4.6 
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Figure 4.6: Stages of the experimental work 
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4.4 Training and Field Testing Steps 

To proceed with training and testing, the clean and stego image datasets were created 

as in the following steps. 

1- Dataset creation: two datasets of 1500 clean images each, for training and 

validation, and 1000 images for testing using additional images that were not 

part of the training dataset.  

2- Steganography set creation: the selected secret images were embedded in the 

selected cover image datasets to create two stego images dataset, as below: 

a. 4-bit stego datasets for validation: two stego dataset were created 

using the LSB replacement technique, where 4LSB bits were replaced 

in every channel, which provides for maximum hiding capacity that does 

not cause visible distortion in an image. 

b. 2-bit stego dataset for validation: this dataset was created using the 

LSB replacement technique, in which 2LSB bits were replaced in every 

channel, which provides for maximum hiding capacity that does not 

cause visible distortion in an image. The dataset consists of two parts, 

for validation and for testing. The dataset was created from the clean 

image datasets. 

c. 2-bit stego dataset for blue channel embedding validation: this 

dataset was created using the 2LSB method, which was applied to the 

blue channel only.  

d. 2-bit stego dataset for testing: this stego dataset was created using the 

2LSB technique for embedding in 1000 PNG images from the NRC 

dataset.   
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3- Feature extraction: The selected features were extracted from the training and 

testing dataset, using the feature extraction module.  Table 4.1 shows a sample 

of the extracted features from one color channels. The full feature set from the 

entire dataset collection have been uploaded to (www. data.mendeley.com). The 

feature sets are groped in to validation datasets and training datasets as below:      

a. Feature extraction of validation datasets: using the proposed feature set, the 

clean and stego images, have been processed and the features extracted, which 

resulted in clean image feature dataset and three stego image feature datasets. 

b. Feature extraction of the testing dataset: the clean and stego testing data sets 

were processed and their features were extracted for analysis. 

4- Classification for cross-validation: the chosen classifiers are the SVM and DA 

algorithms that are available in the MATLAB environment. The classification 

process utilized the clean and stego images for validation and testing.  

Two thirds of each validation dataset is used for training and the remaining third 

part is used for testing. The training subset were labelled as stego or clean, while 

the testing subset were unlabeled.  A 3-fold cross validation were used to 

calculate the detection accuracy of the proposed model.     

5- Field testing: in this step, a testing dataset of 1000 clean images and 1000 stego 

images were classified, based on training of the classifier using the full 

validation image set of 1500 clean and 1500 stego images. The detection 

accuracy for the field testing were calculated based on the results of 

classification of the 2000 images, for the Natural Resources Conservation 

(NRC) PNG dataset.   
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Table 4.1: feature set sample (part-1:12 columns) cont. 
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Table 4.1: feature set sample (part-2:12 columns)  
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4.5 Results and Discussion  

4.5.1 Cross Validation Results Using the NRC Dataset  

1- Cross Validation results for three channels using 1500 NRC images dataset with 

4LSB model for embedding and SVM for classifier, are presented in Table 4.1, which 

shows the detection accuracy and confusion matrix results for RGB channels. The rest 

of results for single and dual channels are shown in appendix A 

Table 4.2: 3-fold cross validation results of the RGB channels 4LSB stego images 
using the NRC dataset with SVM classifier 

  

  

  

  

  

  

    

2- Validation results for three channels using 1500 NRC images dataset with 4LSB 

model for embedding and DA for classifier, are presented in Table 4.2 witch shows the 

detection accuracy and confusion matrix results for the RGB channels. The rest of 

results for single and dual channels are shown in appendix A 

Table 4.3: 3-fold cross validation results of the RGB channels 4LSB stego images 
using the NRC dataset with DA classifier 

 

 

 

Average of 3 folds (%)  Metric  
0.00% FN  
0.00% FP  

100.00%   TN  
100.00%        TP 
100.00%  Accuracy  

Average of 3 folds (%)  Metric  

0.67% FN  

0.00% FP  

100.00%   TN  

99.33%       TP 

99.67%  Accuracy  
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3– Cross Validation results for single channel using NRC images dataset with 2LSB 

model for embedding and SVM for classifier. The blue channel was embedded with 

secret, to verify the detection performance when only one channel is used for 

embedding. Table 4.3 shows the detection accuracy results for the RGB channels, 

which is similar to the strong results when all the channels were embedded with 

secret data. This demonstrates the detection power of the proposed model and the 

classifier even when less distortion is added to the stego images. 

Table 4.4 : 3-fold cross validation results of the RGB channels 2LSB stego images 
using the NRC dataset with SVM classifier (Blue channel embedding only) 

   

 

 

 

4- Cross validation results for three channels using NRC images dataset with 2LSB 

model for embedding and SVM for classifier. Table 4.4 shows the detection accuracy 

and confusion matrix results for RGB channels. The rest of results for single and dual 

channels are shown in appendix A. 

Table 4.5: 3-fold cross validation results of the RGB channels 2LSB stego images 
using the NRC dataset with SVM classifier 

  

  

  

  

  

Average of 3 folds (%)  Metric  
0.00% FN  
0.00% FP  

100.00%   TN  
100.00%        TP 
100.00%  Accuracy  

Average of 3 folds (%)  Metric  
0.07% FN  
0.07% FP  
99.93%   TN  
99.93%     TP 
99.93%  Accuracy  
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4.5.2 Validation Results Using the Caltech Dataset  

1-Validation results for three channel using Caltech images dataset using 2LSB for 

embedding and SVM for classifier, Table 4.5 shows the detection accuracy and 

confusion matrix results for RGB channels. The rest of results for single and dual 

channels are shown in appendix B. 

Table 4.6: 3- fold cross validation results of the RGB channels 2LSB stego images 
using the Caltech dataset with SVM classifier 

 

 

 

 

5-Validation results for three channel using Caltech images dataset using 4LSB for 

embedding and SVM for classifier, Table 4.6 shows the detection accuracy and 

confusion matrix results for RGB channels. The rest of results for single and dual 

channels are shown in appendix B. 

Table 4.7: 3-fold cross validation results of the RGB channels 4LSB stego images 
using the Caltech dataset with SVM classifier 

  

 

 

 

Average of 3 folds (%)  Metric  

0.00% FN  

0.07% FP  

99.93%   TN  

100.00%      TP 

99.97%  Accuracy  

Average of 3 folds (%)  Metric  

0.47% FN  

1.33% FP  

98.67%   TN  

99.53%        TP 

99.10%  Accuracy  
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4.5.3 Testing Results  

The field test used 1000 PNG images from the NRC dataset that were not part of the 

training dataset. The training dataset consisted of 3000 clean and 2LSB stego images 

of the NRC dataset BMP format. Table 4.7 shows the detection accuracy and confusion 

matrix results using 2LSB for embedding and SVM for classifier, which confirm the 

results obtained in the validation step. 

Table 4.8 Testing results of the RGB channels 2LSB PNG stego images using the  
NRC dataset with SVM classifier. 

 

   

 

 

 

 

 

 

 

 

 

 

Average of 3 folds (%)  Metric  
0.00% FN  
0.00% FP  

100.00%   TN  
100.00%        TP 
100.00%  Accuracy  
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Chapter 5 

Conclusion and Future Work 

5.1 Conclusion  

This thesis presented a steganalysis model to detect the existence of hidden data 

inside RGB color images, using statistical texture features of the stego images. The 

selected feature sets were extracted from datasets of clean and stego images, and 

classified using the Support Vector Machine algorithm.   The focus of this work was 

on analyzing the individual color channels separately, using channel feature set, then to 

combine features of dual channels, as well as features of the three channels.  A dataset 

of 1500 images were used for training, while testing was performed on two datasets of 

1000 images each. Three secret images of different sizes (small, medium, large) were 

used to generate the stego images, which were embedded using the 2LSB and 4LSB 

methods.  

Taking into consideration the experimental results of cross validation and testing, the 

following conclusions are made: 

1. The proposed model has given very high accuracy of over 99% for the 

combined RGB channels features as well as for dual channel combinations and single 

channels, despite the difference in the number of features.  

2. When embedding in one channel only (the blue channel) there was no 

reduction in the detection accuracy, which confirms robustness of the proposed model 

even when two channels remain clean. Therefore, if only one channel is embedded with 

data, we can use the detection outcome of this channel as an indicator for the entire 

image. 
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3. Reducing embedded data size did not affect the detection accuracy. 

4. The results confirm that the SVM classifier is a better choice than the DA classifier 

for this type of analysis and data sizes. 

4. Using 2LSB embedding gave similar results to 4LSB, despite the higher distortion 

caused by the 4LSB method. 

5.2 Suggestions for Future Work 

No research is complete, and one research work can provide ideas for further 

work. Based on the outcome of the present research, the following ideas are suggested 

for future research: 

1. Extending the proposed model to deal with other types of cover media such as lossy 

compressed color images, color images with the alpha channel, and audio and video 

media. 

2. Investigating the steganalysis of images produced by other steganography models 

such as the transform domain models. 

3. Creating a public stego images datasets that are based on various steganography 

models, for comparison of steganalysis methods. 
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Appendix A 

 

Cross validation results of the NRC dataset for single and dual 
channels (4LSB and 2LSB)  
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A1: NRC dataset results using 4LSB embedding 

 

1-SVM classifier results.  

   

Table A1.1: 3-fold Cross validation results of the RG channels 4LSB stego images 
using the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

  

Table A1.2: 3-fold Cross validation results of the RB channels 4LSB stego images 
using the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

Average of 3 folds (%)  Metric  

0.00% FN  

0.00% FP  

100.00%   TN  

100.00%            TP 

100.00%  Accuracy  

Average of 3 folds (%)  Metric  

0.00% FN  

0.00% FP  

100.00%   TN  

100.00%            TP 

100.00%   Accuracy  
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Table A1.3: 3-fold Cross validation results of the R channel 4LSB stego images using 
the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

  

Table A1.4: 3-fold Cross validation results of the GB channels 4LSB stego images 
using the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

  

Table A1.5: 3-fold Cross validation results of the G channel 4LSB stego images using 
the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

  

  

Average of 3 folds (%)  Metric  

0.00% FN  

0.07% FP  

99.93%   TN  

100.00%            TP 

99.97%  Accuracy  

Average of 3 folds (%)  Metric  

0.00% FN  

0.00% FP  

100.00%   TN  

100.00%            TP 

100.00%  Accuracy  

Average of 3 folds (%)  Metric  

0.00% FN  

0.00% FP  

100.00%   TN  

100.00%            TP 

100.00%  Accuracy  
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Table A1.6: 3-fold Cross validation results of the B channel 4LSB stego images using 
the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

  

2-DA classifier results.  

  

Table A1.7: 3-fold Cross validation results of the RG channels 4LSB stego images 
using the NRC dataset with DA classifier  

  

  

  

  

  

  

  

  

Table A1.8: 3-fold Cross validation results of the RB channels 4LSB stego images 
using the NRC dataset with DA classifier  

  

  

  

  

  

  

  

Average of 3 folds (%)  Metric  

0.00% FN  

0.00% FP  

100.00%   TN  

100.00%            TP 

100.00%  Accuracy  

Average of 3 folds (%)  Metric  

0.67% FN  

0.00% FP  

100.00%   TN  

99.33%            TP 

99.67%  Accuracy  

Average of 3 folds (%)  Metric  

0.67% FN  

0.00% FP  

100.00%   TN  

99.33%            TP 

99.67%   Accuracy  
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Table A1.9: 3-fold Cross validation results of the R channel 4LSB stego images using 
the NRC dataset with DA classifier  

  

  

  

  

  

  

  

  

Table A1.10: 3-fold Cross validation results of the GB channels 4LSB stego images 
using the NRC dataset with DA classifier  

  

  

  

  

  

  

  

  

Table A1.11: 3-fold Cross validation results of the G channel 4LSB stego images 
using the NRC dataset with DA classifier  

  

  

  

  

  

  

  

  

Average of 3 folds (%)  Metric  

0.67% FN  

0.00% FP  

100.00%   TN  

99.33%            TP 

99.67%  Accuracy  

Average of 3 folds (%)  Metric  

2.20% FN  

0.00% FP  

100.00%   TN  

97.80%            TP 

98.90%  Accuracy  

Average of 3 folds (%)  Metric  

2.20% FN  

0.00% FP  

100.00%   TN  

97.80%            TP 

98.90%  Accuracy  
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Table A1.12: 3-fold Cross validation results of the B channel 4LSB stego images 
using the NRC dataset with DA classifier  

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Average of 3 folds (%)  Metric  

0.40% FN  

0.00% FP  

100.00%   TN  

99.60%            TP 

99.80%  Accuracy  
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A2: NRC dataset results using 2LSB embedding 

  

Table A2.1: 3-fold Cross validation results of the RG channels 2LSB stego images 
using the NRC dataset with SVM classifier 

  

  

  

  

  

  

  

  

Table A2.2: 3-fold Cross validation results of the RB channels 2LSB stego images 
using the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

  

Table A2.3: 3-fold Cross validation results of the R channel 2LSB stego images using 
the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

Average of 3 folds (%)  Metric  

0.07% FN  

0.07% FP  

99.93%   TN  

99.93%            TP 

99.93%  Accuracy  

Average of 3 folds (%)  Metric  

0.00% FN  

0.00% FP  

100.00%   TN  

100.00%            TP 

100.00%   Accuracy  

Average of 3 folds (%)  Metric  

0.00% FN  

0.07% FP  

99.93%   TN  

100.00%            TP 

99.97%  Accuracy  
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Table A2.4: 3-fold Cross validation results of the GB channels 2LSB stego images 
using the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

  

Table A2.5: 3-fold Cross validation results of the G channel 2LSB stego images using 
the NRC dataset with SVM classifier  

  

  

  

  

  

  

  

  

Table A2.6: 3-fold Cross validation results of the B channel 2LSB stego images using 
the NRC dataset with SVM classifier  

  

 

 

 

 

 

 

 

Average of 3 folds (%)  Metric  

0.00% FN  

0.20% FP  

99.80%   TN  

100.00%            TP 

99.90%  Accuracy  

Average of 3 folds (%)  Metric  

0.00% FN  

0.13% FP  

99.87%   TN  

100.00%            TP 

99.93%  Accuracy  

Average of 3 folds (%)  Metric  

0.07% FN  

0.53% FP  

99.47%   TN  

99.93%            TP 

99.70%  Accuracy  
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Appendix B 

 

Cross validation results of the Caltech dataset for single and 
dual channels (2LSB and 4LSB) 
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B1: Caltech dataset results using 2LSB embedding 

  

Table B1.1: 3-fold Cross validation results of the RG channels 2LSB stego images 
using the Caltech dataset with SVM classifier 

  

  

  

  

  

  

  

Table B1.2: 3-fold Cross validation results of the RB channels 2LSB stego images 
using the Caltech dataset with SVM classifier 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

Average of 3 folds (%)  Metric  

0.00% FN  

0.07% FP  

99.93%   TN  

100.00%            TP 

99.97%  Accuracy  

Average of 3 folds (%)  Metric  

0.00% FN  

0.27% FP  

99.73%   TN  

100.00%            TP 

99.87%   Accuracy  
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Table B1.3: 3-fold Cross validation results of the R channel 2LSB stego images using 
the Caltech dataset with SVM classifier 

  

  

  

  

  

  

  

  

Table B1.4: 3-fold Cross validation results of the GB channels 2LSB stego images 
using the Caltech dataset with SVM classifier 

  

  

  

  

  

  

  

  

Table B1.5: 3-fold Cross validation results of the G channel 2LSB stego images using 
the Caltech dataset with SVM classifier 

  

  

  

  

  

  

  

  

  

Average of 3 folds (%)  Metric  

0.00% FN  

0.20% FP  

99.80%   TN  

100.00%            TP 

99.90%  Accuracy  

Average of 3 folds (%)  Metric  

0.00% FN  

0.13% FP  

99.87%   TN  

100.00%            TP 

99.93%  Accuracy  

Average of 3 folds (%)  Metric  

0.07% FN  

0.07% FP  

99.93%   TN  

99.93%            TP 

99.93%  Accuracy  
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Table B1.6: 3-fold Cross-validation results of the B channel 2LSB stego images using 
the Caltech dataset with SVM classifier 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Average of 3 folds (%)  Metric  

0.07% FN  

0.47% FP  

99.53%   TN  

99.93%            TP 

99.73%  Accuracy  
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B2: Caltech dataset results using 4LSB embedding 

  

Table B2.1: 3-fold Cross validation results of the RG channels 4LSB stego images 
using the Caltech dataset with SVM classifier) 

  

  

  

  

  

  

  

Table B2.2: 3-fold Cross validation results of the RB channels 4LSB stego images 
using the Caltech dataset with SVM classifier  

  

  

  

  

  

  

  

  

Table B2.3: 3-fold Cross validation results of the R channel 4LSB stego images using 
the Caltech dataset with SVM classifier  

  

  

  

  

  

  

  

  

Average of 3 folds (%)  Metric  

0.47% FN  

1.33% FP  

98.67%   TN  

99.53%            TP 

99.10%  Accuracy  

Average of 3 folds (%)  Metric  

1.73% FN  

2.80% FP  

97.20%   TN  

98.27%            TP 

97.73%   Accuracy  

Average of 3 folds (%)  Metric  

1.47% FN  

3.87% FP  

96.13%   TN  

98.53%            TP 

97.33%  Accuracy  
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Table B2.4: 3-fold Cross validation results of the GB channels 4LSB stego images 
using the Caltech dataset with SVM classifier  

  

  

  

  

  

  

  

  

Table B2.5: 3-fold Cross validation results of the G channel 4LSB stego images using 
the Caltech dataset with SVM classifier  

  

  

  

  

  

  

  

  

  

Table B2.6: 3-fold Cross validation results of the B channel 4LSB stego images using 
the Caltech dataset with SVM classifier 

  

  
 

 

 

 

 

 

 

 

Average of 3 folds (%)  Metric  

1.00% FN  

3.73% FP  

96.27%   TN  

99.00%            TP 

97.63%  Accuracy  

Average of 3 folds (%)  Metric  

9.53% FN  

24.13% FP  

75.87%   TN  

90.47%            TP 

83.93%  Accuracy  

Average of 3 folds (%)  Metric  

1.53% FN  

6.40% FP  

93.60%   TN  

98.47%            TP 

96.03%  Accuracy  
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Appendix C 

 

(NRC and Caltech datasets) 
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1- NRC image dataset 
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2- Caltech dataset 
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