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Abstract

Image thresholding is one of the techniques that are used for image segmentation.
Threshold techniques divide the image into two main regions, these are: Foreground and
Background. The output of the thresholding process is a binary image with only two
regions that are formed by the highest possible contrast that could be found in the image.
Entropies are information gain approaches that have been used for image thresholding
with various application and image modalities. However, the accuracy of the existing
entropies for image thresholding has been studied in general domain (e.g.: natural
images)that teams from the regular medical images and images that form in the ordinary
image is a reflection of light objects, While medical images. Taken by magnetic resonance
imaging, for example, A strong magnetic field is used with radio frequencies and
computer to produce automatic selection of the best result. It produces the results with
the highest accuracy. detailed images of organs and soft tissues, bones and other internal
parts of the body. and were not compared thoroughly. In this work, the accuracy of the
entropy-based thresholding approaches and their combination in brain tumor detection

framework is investigated. For this purpose, a framework for brain tumor segmentation



XV

is developed. The developed framework is made simple and has the core process of the
image thresholding, in order to evaluate the accuracy of the entropies. Five entropies,
namely, Reniyh, Maximum, Minimum, Tsallis and Kapur are evaluated. The aggregation
of entropies was implemented and evaluated. The results show that the maximum entropy
is the best for brain tumor detection. Moreover, it was shown that aggregation of entropies

output does not enhance the result, however, it works as

Keywords: Accuracy Evaluation , Entropy,based Image Thresholding
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CHAPTER ONE

INTRODUCTION

Captured images, over decades, have helped in solving many of the problems that
were difficult to resolve using the traditional ways in many fields, such as: earth science,
astronomy, biology, industry, etc. Images have also contributed to the development of the
most important field, the medical, which helps in the survival of the human being .With
the ever increase in the value of images; there is a demand for automatic analysis,
processing and recognition of these images. The processing demand is emerged by the
fact that it might be difficult to re-capture the images as the phenomena cannot be brought
back to an earlier time or it is too expensive to capture the same image again and again.

The solution to such atomization is the digital image processing.

Digital image processing is a branch of computer science that concerns about the
automatic handling of the images in term of saving, improving, analysis and information
extraction. Image segmentation is an important phase in digital image processing. Image
segmentation divides the image into coherent and homogeneous regions according to
specific criteria, such as: region color, region shape, or region boundary. The union of the
segmented regions should result in reconfiguring the original image. Image segmentation
allows the extraction of valuable information from the image as it provides a high-level
description of each region individually, and allows for the linkage of neighboring regions
in the image. An example of a segmented image is illustrated in Figurel.1 (Gonzales&

Woods, 2002).
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Figure 1.1: Segmentation of brain image (Myron et al., 1970)

1.1 Tumor Detection

Tumor is the abnormal growth of cells to form abnormal fraction that has different
characteristics from the normal cells. Tumor is classified into a benign tumor, pre-
malignant tumor and malignant. Benign tumor is the one that does not grow suddenly and
has no effect on tissue, example of this class of tumor is moles. Pre-malignant is the class
that if it is not treated quickly, it becomes a malignant tumor.Malignant tumor grows
rapidly and affects the neighboring tissue and, with time, it affects human life and leads
to the death. Tumor detection is an important part in the treatment process. Thus, tumor
detection techniques have concerned researchers in computer fields, especially, image

processing (Wu, & Chang, 2007).

(b)

Figure 1.2:Brain tumor detection (a) input image and (b) detected tumorregion
(Wu& Chang, 2007)



Automatic tumor detection in early stage is critical task that were addressed by
many existing approaches. One of the most important stage in tumor detection is image
segmentation, in which tumor is being isolated from other healthy tissues. By isolating

the tumor then determines its stage, the treatment becomes easier(Marcel ,2004).
1.2 Entropy-based Image Thresholding

Image thresholding is one of the techniques that are used for image segmentation.
Threshold techniques divide the image into two main regions, these are: Foreground and
Background. The output of the thresholding process is a binary image with only two
regions that formed by the highest possible contrast that could be found in the image
(Abu-Shareha et. al., 2008). This type of thresholding, which produce two regions, is
called global thresholding. The other type of thresholding is called multi-thresholding.
Multi-thresholding, in general, is implemented by segmenting an image into multiple

objects and background, as illustrated in Figure 1.2.

What's happening, during the application of the thresholding? First, the value of
the threshold is determined. Then, all pixels with values that are greater than the threshold
considered in one object and all the pixels with values that are less than the threshold

value is considered as a background and vice versa (Prasanna&Arora, 2006).

®
A

(a) (b)
Figure 1.3: Example segmented image (a) an image of three objects and (b) the
result of image segmentation.




The main assumption of global thresholding is that the object and background can
be distinguished by searching the gray-level value that divides the image into two
distinguished parts. Threshold mathematically easy and required less time compared to

the other approaches of image segmentations (El-Sayed et al., 2014).

In order to determine the value of the threshold, several approaches have been
developed and used. Entropy is one of these approaches that aim sat finding a threshold
value that facilitates maximum information extraction from the image. Entropy has been
emerged in Information Theory to extract the amount of information expressed by a piece

of data (El-Sayed, 2014).

Entropy is a Greece word, which means "if any system has many point of
information's, the entropy is incense until arrive to equal distribution for this
information”. This technique helps to get a good threshold for the regions in the image.
Entropies not only used in computer sciences; it is used in many different fields, such as:
physics, biology, astronomy, etc. Entropy in image processing measures the amount of
information that can be obtained from the image, either in its original form or after some
processing. There are several ways to use entropy, as well as several equations to be used

as the entropy basis(Abu-Shareha et al., 2008).

The entropies that are used for thresholding, are many, each of them has different
aim, such as: reducing error, increase efficiency and remove noise. Some kinds of entropy

are: Renyih, maximum, Tsallis and minimum cross.

In this work, the accuracy of image thresholding, as the most important factor in tumor

detection, is evaluated.



1.3 Problem Statement

The accuracy of the existing entropies for image thresholding has been studied in
general domain (e.g.: natural images). However, natural image are different from medical
images by all means (e.g.: the contrast, colors, etc.). Moreover, medical images differ
from each other by the means of organ, modality and equitation parameters such as chosen
thresholding value ,priorities value and possibilities value. Subsequently, there is a need

to evaluate the existing entropies for medical image segmentation.

This problem can be further divided into the following sub-problems:

1. How to develop a tumor detection framework that depends on image thresholding.

2. How to use entropy based thresholding in the developed tumor detection

framework.

3. How to combine more than single entropy to produce a single segmented image

by merging and selection.

4. How to compare between different entropy-based thresholding in the developed

tumor detection framework and different combinations.

1.4 Goal and Objectives

The goal of this work is to evaluate the accuracy of the entropy-based thresholding
approaches and their combination in brain tumor detection framework. The objectives of

this research are as follows:



1.5

To develop a tumor detection framework that takes a brain image and produces a

segmented image with a detected tumor if the tumor is present.

To use different entropy based thresholding in the developed tumor detection

framework.

To combine multiple thresholding approaches by applying logical operators
(AND and OR) on the thresholding output and acquires an automatic selection of

their outputs to get the best result.

To evaluate and compare the entropies results and their different combinations in

the developed tumor detection framework.

Motivation

A human life is the most important thing in the globe; medical researcher tries to

make human life comfortable by defeating and curing diseases that may decimate health.

This work is motivated by both the crucial need for technology-based applications in the

field of tumor detection, and also the significant amount of time and effort to be saved by

involving machine learning techniques in this field. More specifically, this work is

devoted to brain tumors that are not easy to be understood as it comes in images with

different shapes and intensities. Currently, as the detection process is still immature, it is

not really used for treatment and diagnosis, it is used for indexing and retrieval of images

in teaching of medicine by example.



1.6 Research Methodology

The proposed work is implemented in various phases as given in Figure 1.4, these are:

Building a Segmentation Building a CIaS.S|f|cat|on Building an A_‘naly5|s
Framework Mechanism Mechanism

!

Experimental
Results

Figure 1.4: Research Methodology

Building a Segmentation Framework

First, a segmentation framework, in which the entropies will be employed, is constructed.
Simply, this framework reads the input image, applies the thresholding and report the

results.

The proposed framework deals with medical image; subject matter is gray-level images.
The difference between the gray-level images and color images is that each pixel in gray-
level images is represented by a single value, usually 0-255, while each pixel in color
images represented by more than one value (e.g.: 3 values for RGB images) (Mohamed

and Clausi, 2001).

Building a Classification Mechanism

The images, before they undergo to image segmentation for the purpose of tumor

detection, theyundergo classification process, which classifies the images based on the



presence and absence of tumor. The classification is implemented based on the images as

a whole.

Building an Analysis Mechanism

The outputs of different entropies are collected and analyzed and combined using

different logical operators.

Evaluation

The evaluation of the proposed framework is carried on based on a set of syntactic data.

1.7 Scope

The research conducted in this thesis evaluates the accuracy of the entropy-based image
thresholding in tumor detection framework, the following summarizes the scope of the

conducted research:

e Images used in this research are synthetic images provided by a well-known
trusted provider. Obtaining Images of real tumor patients is not easy as this would
involve privacy and data protection issues. However, what is applied on synthetic

images can be applied on real images as they are identical by all the means.

e The processing framework deals with individuals 2D images. 3D volume

processing is outside the scope of this research.

e This thesis focus on the original and mostly-utilized entropies. Other entropies

that were developed by extended original one is outside the scope of this thesis.



1.8 Thesis Outlines

In this chapter, Chapter One, a brief introduction to the problem that will be investigates
in this thesis is given. Moreover, the problem statement, goal and objectives and the
proposed framework is given. Chapter Two, discusses the related work in the field of
entropy-based image thresholding and tumor detection. Chapter Three, presents and
discusses the proposed work for evaluating the existing entropy-based image thresholding
in tumor detection framework. Chapter Four, present the experimental results and
discusses he findings. Chapter Five presents a brief summary of the thesis findings and

the future direction.
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CHAPTER TWO

BACKGROUND AND LITRATURE REVIEW

This chapter is devoted for clarifying the concept of image thresholding based on
entropy and automatic tumor detection. A brief background is given in section 2.1.
Section 2.2 reviews the related work on segmentations. Section 2.3presents the related

work on brain tumor detection. Section 2.4 gives a summary of this chapter

2.1 Background

As mentioned before, global image thresholding divides the image into two main
regions, that are: Foreground and Background. The output of the thresholding process is
a binary image with only two regions that represents the highest possible contrast that
could be found in the image. This process is illustrated in Figure 2.1. The image is first
read as a matrix of numbers, each value in the matrix represents the intensity at each pixel.
Then, the threshold is determined. Shown in Figure 2.1, as the value of 1,0. Finally, a
binary matrix is generated based on the threshold value and the output image from the
binary matrix. While, there are many thresholding techniques presented such as
‘histogram shape-based methods, global and local, entropies are one of the most utilized
technique for it is reliability(Beck&Teboulle, 2009). Image thresholding is simply finding
the optimal value to be used to transform an image into a Black/White image based on
the optimal thresholding value. Pixels of the original image is to be scanned against the
optimal threshold, where the value of the pixel is to be set to 0, Black, if the value of the
pixel is less than the thresholding value. Otherwise, the pixel is transformed to 255,

White, as shown in figure 2.1.


https://en.wikipedia.org/wiki/Histogram
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0 0 0 0 0 0
0 0 1 0 0 0
2 71 15 255 | 255 255

Figure 2.1: Image Thresholding

Table2.1: List ofEntropies used in Image Thresholding

Name Aim Usability
Renyi Reduce error Works on the distribution of gray level priorities
Reduce noise that are represented by the density scale.
Maximum Reduce the time | Generate a strong correlation between data
and Increase | partitions .
equality
Tsallis Reduce the time | Determine the value of the gray-level and mid-
level gray in order to choose the optimal data
distribution.
Minimum Noise resistant Increases the contrast at the edges in the image.
Kapur Reduce error Expresses quantifiable information that gives the
Reduce noise best state of distribution.

Renyih Entropy was established in 1961, by Renyih, with the aims to divide a

given set of data into two main parts that maximizes the information gain. Later on,

Renyih entropy were used in many fields, including image thresholding. Renyih entropy

Is based on mathematical equation, as given in Equation 2.1, Equation 2.2 and Equation

2.3.

1
H1(t) = —In X, pf

1
H2() = —In Y7, p}

T=MAX (H1 + H2)

(2.1)

(2.2)

(2.3)
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where, H1 and H2 are the generated parts using the threshold value, t. a is a small
selected value in the range (0-1), pi and pj are the probability of data pieces in H1 and H2

regions, respectively (Abu-Shareha et al., 2008).

Tsallis entropy deals with bilateral level or multi-level data (e.g.: images).
Compare to Renyih, this type is much easier to be implemented takes less time and the
value that produced by Tsallisis moreflexible. Unlike Renyih, which focus on the within
homogeneity, Tsallisfocuses on the among heterogeneity, which form more clear edges
in the image, and thus a better segmentation for the image.Tsallisentropy is based on
mathematical equation, as given in Equation 2.4, Equation 2.5 and Equation 2.6 (Sahoo,

2006).
H1X(t) = ﬁ 1-— Zitzl piwhere x# 0(2.4)
H25() = 1- S0, p} (25)

t=MAX (H1 + H2)(2.6)
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where, H1 and H2 are the generated parts using the threshold value, t. t is a
selected value, pi and pj are the probability of data pieces in H1 and H2 regions,
respectively In the maximum and minimum entropy, the assumption is that, there is a
strong correlation between data elements . The aim is to find the best distributionthat
maximize the information gain. Maximum entropy is calculated based on mathematical

equation, as given in Equation 2.7, Equation 2.8 and Equation 2.9 (Sahoo, 2006).
H1(t) = =X, P;logP; (2.7)
H1(t) = — Z:,lthjlong(Z.B)
t=MAX (H1 + H?2) (2.9)

Minimum entropy is seen as an extension of the maximum entropy, noted that in
the absence of advanced sufficient information, both maximum and minimum produced

preliminary equal information (Phillips et al., 2006).

Kapurentropy is very similar to Tsallisentropy. However,Sarkar, (2013) results
proved that Kapur Entropy gives more effective results than Tsallis in terms of noise
removal, although most researchers confirm that the entropy, in general, is similar, they
produced different results based on the underlying application. Kapurentropy is
calculated based on mathematical equation, as given in Equation 2.10, Equation 2.11 and

Equation 2.12(Bhandari et al., 2014).
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1/a ¢

—(yt ]
H1(t) = —&i=pil ) (2.10)

1-a

a
1-C /)

1-a

H1(t) = (2.11)

T =MAX (H1 + H>) (2.12)
2.2 Related Work

There are many approaches and techniques that are used for entropy-based image
thresholding. The original entropies, as have been discussed earlier, and enhanced by
many techniques proposed in the literature, by modifying the underlying calculations,
adding pre-processing or post-processing steps. In the following, a summary of these

techniques are given.

Chang et al., (1994) used entropy-based thresholding with hash-based distance
metrics in order to enhance the accuracy in images with a very limited gray-level range.
The experimental result shows that while the original entropy focused on the homogeneity
within region parts, the developed approaches gain both the within region and among

region homogeneity and heterogeneity criteria.

Sahoo, (2006) proposed an image thresholding technique using Tsallis entropy.
The proposed approach extends the original entropy by proposing a two dimensional
histogram that capture the differences in neighborhood pixels. Then, the proposed
technique calculates the entropy based on the constructed histogram and using a various,
alpha values. The value of alpha, has been proved to change the results significantly.
Thus, the value of alpha was chosen automatically by analyzing the output of several

alpha’s and select the optimal one.
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Yin, (2007)proposed multi-level image thresholding based on Minimum entropy.
In-order to ease the process of calculating the distribution for all possible threshold
values, the proposed approach uses an optimization approach. The experimental showed

that using swarm optimization increases the efficiency of the minimum entropy.

Abu-Shareha et al., (2008) proposed an image thresholding using Renyih entropy
by calculating distribution of information between two regions. The final threshold value
is the maximum value for the distribution of information components, which showed high
efficiency and more accurate results. The developed technique uses the advantage of
texture and image intensityin order to increase the homogeneity within the regions and

heterogeneity among regions.

Zhang and Wu, (2011) proposed a multi-level image thresholding based on
Tsallis. In-order to ease the process of calculating the distribution for all possible
threshold values, the proposed approach uses an optimization approach. The experimental
results showed that using Bee colony algorithm increases the efficiency of the Tsallis
entropy. It was clear that Bee colony is much faster than Genetic Algorithm in this
context. Moreover, compared with other entropies, Tsallis is shown to give superior

results.

El-Sayed et al., (2014) proposed a new thresholding approach based on Tsallis
entropy. The proposed approach constructs a two-dimensional histogram by the gray
value of all pixels compares with the average gray value of all pixels.AmodifiedTsallis
entropy was then applied on the generated histogram. The experimental result which was
implemented on real and synthetic images showed that the proposed approach

outperformed many of the thresholding techniques using the original entropies.
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El-Sayed, (2015) used Shannon entropies, which is identical to Renyi, to segment
the image and highlight the edges. The proposed approach uses the entropy as it is follow
the thresholding process with edge detection on the generated thresholded image. The
results show that the proposed approach outperforms the well-known edge detection

techniques.

Overall, different approaches were proposed for image processing based on using
entropies for information extraction. The reviewed papers, above, shows that different
entropies have shown to give different results in different domains and applications. Thus,
there is no best entropy for all applications. The reviewed Literationis summarized in

Table 2.2.
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Table 2.2: Summery of the Related Works in Entropy-based Thresholding

: o| &
= = © D <

Author(Year) § 3 §§ = 8. = 8 g

— = D o > o = 5 O (b

= o © = = o i £ SE QD E

c o o — O = c S .= o o

L 3 L @ @ W W k- |2
Chang et al., Tsallis Mammography image N N N
(1994)
Sahoo (2006) Tsallis Segmentation image N N
Yin (2007) Minimum | The temperature N \

distribution
Abu-Shareha et | Renyi anovel combination [V [V
al., (2008) mechanism
Bhandari et al., | Kapur segmentation N N N
(2014) purposes
El-Sayed etal., | Tsallis Canny method N N N
(2014) Sobel method
LOG method
Phillips etal., | Maximum | wildlife v v
(2006)
El-Sayed (2015) | Haverd Brain image N N N \
tasllis

The differences of entropy based thresholding results are caused by many factors,
as shown on 2.2. For example, the type of used entropy is indeed affecting the results.
Also different images give different results, based on level of details and noise in the
image. Maximum Entropy, for instance works based on the distribution of information
on image borders. So better results are expected of Maximum entropy when distribution

of information in the image is better.
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2.3 Brain Tumor Detection

Statistics say that the low survival rate of patients with brain tumor is due to the
lack of disease understanding. The most effective way for more success in dealing with
the disease is the advances in medical image processing. However, brain images are
complex and require careful processing stage in-order to reveal the underlying
information. Subsequently, several approaches, techniques and approaches for brain

tumor detection were proposed (Prastawa et al., 2004).

Prastawa et al., (2004) proposed an approach for brain tumor detection using
image thresholding. As illustrated in Figure 2.2, after the threshold is applied, a graph
structure of the brain regions in the image is generated. Based on the edge weights which
reflects the region connectivity, the best option for tumor treatment is determined. These
options are: surgery, radiation therapy and chemotherapy. The choice of therapy, for
example depends on the size and type of tumor grade and location, which all revealed in

the constructed graph.

Graph ' ecision |
Analysis i Decision |

Figure 2.2 Brain Tumor Detection Framework Proposed by Prastawa et al., (2004)
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Ahmed& Mohammad (2008)Proposed a brain tumor extraction and segmentation
from the MR images. First, the image is enhanced. Then, k-means clustering is
implemented over a group of different modality images that represent the same brain

view, namely. The proposed framework is illustrated in Figure 2.3.

i Input

i | Image :r—> Image
L 9 , Filtering
I e e e e e e e e 1

Region i . :'
Analysis i Decision I
I I
——————————— 1

Figure 2.3: Brain Tumor Detection Framework Proposed by Ahmed &
Mohammad (2008)

Mustageem, (2012) implements an image segmentation for the brain images and
tumor identification. The detected tumor is classified into benign tumor, pre-malignant
tumor and malignant tumor. This approach as claimed to help in the diagnose is of brain
tumor in early stage, which in turn prevent the disease to develop from benign into
malignant. The framework, as illustrated in Figure 2.4, is simple in the manner that is

depends on two stages, image segmentation and region classification.
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e o o - ———

___Output
Tumor o | i
Classification Decision '

Figure 2.4: Brain Tumor Detection Framework Proposed Mustageem, (2012)

Roy &Bandyopadhyay (2012)proposedafully an automatic tumor detection and
quantifying framework using image thresholding .The framework consists of four main
stages, these are: filtering, segmentation, tumor recognition and tumor analysis. The
results show that the proposed framework has achieved a full result for the detection and
analysis of tumor in MRI images, which is confirmed by a medical expert. The proposed

framework is illustrated in Figure 2.5.

i Input Image Filtering
g —-.L

[ I

[ I

1
1
I
1
1
1
I
:
tumor |
1
recognition !
I

1

1

1

I

1

1

1

I

1

1

1

i Image
i Segmentation

+ ___M————

Tumor ! o |
Analysis »  Decision |
1 I

Figure 2.5: Brain Tumor Detection Framework Proposed by Roy et al., (2012)




21

Several other have proposed automatic detection of brain tumor based on using
segmentation with other filtering process. Some of these techniques, are: Karayiannis,
(2000), Akram&Usman (2011), Arockiaraj et al. (2012), Cobzas et al. (2007), Menzeet
al. (2015), Kharrat et al (2009), Bauer et al. (2013) and Xavierarockiaraj et al (2012). A

summary of these approaches is given in Table 2.3.

Table 2.3: Summery of the Related Works of Brain Tumor Detection

Author (Year) Techniques Results
Akram&Usman The global threshold in | MRI is better
(2011), addition to noise removal | than CT,
improving
accuracy
Ahmed & Alberona principle | High efficient
Mohammad (2008) | filtering and K-means | detection

clustering

Bauer et al. (2013)

Fragmentation for the
tumor and the
surrounding tissues

Bhandari et al. Wigheted  aggregation | Effective results
(2014) and classification in terms of the
size of the tumor
Cobzas et al. Used of priors, logistical | Less noise
(2007) system with the three-
dimensional images.
Kharrat et al. K-means, Morphology — | High  quality
(2009) threshold segmentation
Roy Segmentation and region | Effective results
&Bandyopadhyay | analysis in tumor
(2012) detection

Prastawa et al.,
(2004)

Thresholding and Graph-
based Decision Making

Good results for
tumor detection

Mustageem et al.,
(2012)

Threshold and watershed
segmentation

Effective results
for the
heterogeneous
images




Menze et al. (2015)

Merge several algorithms
into the hierarchy
approach and study the
neighborhoods
relationships

Remove noise
and provide

primary

estimates of the

tumor

Xavierarockiaraj et
al (2012)

Threshold in addition to
Canny filter

Optimal
clear results

and

2.4 Summary

In summary, brain tumor detection is implemented basically by segmenting the
image into regions and recognize the tumor region, if present, in the image. One of the
segmentation aapproach is the thresholding, for image thresholding, different entropies

were used. The entropies are either run directly on the image histogram or over features

extracted from the image.

22
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CHAPTER THREE
PROPOSED WORK

3.1 Introduction

This chapter presents the proposed comparison of using entropies and their
aggregation in the segmentation of the brain tumor images .Subsequently ,detection of

tumor if presented in brain section.

In order to evaluate the accuracy of the entropies in brain tumor. A framework for
brain tumor detection is built. Thresholding based on the entropy is implemented as the
main step in this framework. An enhancement is proposed by combining entropies that

results in an automatic selection of the optimal entropies result.

3.2. Proposed Framework

The proposed framework is made as simple as possible in-order to give a major
rule for the thresholding process, subject matter of this research. The proposed work

consists of several processing stages, as illustrated in Figure 3.1.

Image Classification

— Scull removal
SVM

v

Thresholding

v

Threshold
Combination

Figure 3.1: The Proposed Work

Input Image —
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3.2 Scull Removal

The Scull removal is the process for excluding the outer structure of the brain,
which helps in concentration on the interior region of the brain. Technically, the scull is
identified and removed as the complete circle with distinguish color in the brain images.
To get rid of this structure the white matter, gray and cerebrospinal fluid are isolated in

the brain images using the level set approaches.

MATLAB function called, Remove Scull, is used in this step. This function uses
few processing steps to remove the scull as illustrated . Example of the input/output of

the scull removal is given in Figure 3.2.

Figure 3.2: Scull Removal Example

3.3 Image Thresholding

The main component of the proposed work is the image thresholding.
Thresholding takes as input the image of the brain and produce a thresholded, or so called

segmented image.

Five types of entropies, which are discussed in Chapter Two, are used. The
differences between the entropy was the calculations, which are implemented according

to the equation discussed earlier.
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3.4 Threshold Aggregation

The results of several thresholding, using different entropies, are combined. This

work propose a combination process based logical operators. Figure 3.3, illustrates an

example of such combination.

Thresh;

Thresh;

Figure3.3: Threshold Combination

Thelogic operators that are used, AND and OR, which are implemented as
follows: The AND takes two inputs, which represents a corresponding pixel in the

resulted segmented images from two entropies and produce one output .

Examples of applying AND and OR on input segmented images are given in Figure 3.4

and Figure 3.5, respectively.
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O 1 O

-I - O O
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Figure 3.4: Example of Applying AND Operation

-l O 1O

- - O O

O - « O

O = O <«

Figure 3.5: Example of Applying OR Operation
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3.3Summary

In summary, brain tumor detection is implemented in the proposed work by,
extracting features from the image, segmenting the image, using several thresholding and
combined threshold process. The idea of entropy reflects the separation of objects from
the background, which contributes significantly to the separation of tumor part from the

rest of the brain discussed.
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CHAPTER FOUR

EXPERIMENTAL RESULTS

4.1 Introduction

This chapter presents the experiments conducted for entropies comparison and
aggregation on brain images. The results are presented and discussed accordingly in this

chapter.

In order to experiment the proposed frame work a set of brain images are
collected. The underlying images are tested using implemented framework with tools and

programming as will be discussed accordingly.

4.2 Dataset

The dataset that is used in the thesis are synthetic images mimics the natural brain
images captured using the magnetic resonance images (MRI). Besides the images, the
ground truth segmentation is provided for these images (Prastawa et al., 2009). 300
images were used, 150 of these images are with tumor and 150 without. The resolutions
of these images are 189x 188 and sizes ranging from 17 KB to 30 KB. The type of images

is PNG.

4.3 Software used

The software used in the proposed application is MATLAB program .A pilot
program of mathematic programming and engineering calculations (Program version is

R-2016).



4.4 Results of Individual Entropies

In this thesis, 5 entropy-based thresholding techniques have been applied on 150

different images of brain tumor. Figure 4.1 illustrates the accuracy rate of all the used
techniques across all the images. It can be clearly seen that minimum cross entropy has

the lowest average accuracy, where at its best value the accuracy never reached 80%,

while all other methods have better accuracy rate.

120

100

80

60

40

Adeundoy

20

— 'MinimumCrossEntropy"

MaximumEntropy'

'KapurEntropy'

'Tsallis'

Renyih'

The average accuracy for these entropies are given in Table 4.1. Example results of
applying the proposed framework with Renyih , Tsallis, maximum, minimum and Kapur
entropies, are illustrated in Figure 4.2, Figure 4.3, Figure 4.4, Figure 4.5 and Figure 4.6,

respectively.

86.35738753

The number of image

Figure 4.1: Entropies Comparison for Tumor Detection

Table 4.1: Average Accuracy of the Entropies

87.71731117

54.2981202




Figure 4.5: Example of Maximum Entropy Output
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Figure 4.6: Example of Kapur Entropy Output

4.5 Results of Entropies Aggregation

The goal of applying AND and OR logical functions on the threshold images to
get the optimal threshold value which will help in detecting the tumor in better way.
The use of these functions showed different output rather than the original goal, as it
does not enhance the results, however it always produces identical result with the
entropy that have the best accuracy. On the other hand, OR-gate produced unstable
results .The gate OR always choose worst one .it works unlike AND gate and including
the AND choose the best offer and choose the worst between the two sets of entropy,
according to the truth table and apply it to the pixels in each image applied by the

entropy values.

The results of the aggregations are given in Figure 4.7. Example of the produced

aggregation results are given in Figures 4.8 to 4.17
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Figure 4.7: Entropies Aggregation Comparison for Tumor Detection

The entropies comparison for tumor detection is given in Figure 4.7. Figure 4.7
(A) illustrates a brain with tumor as captured by Magnetic Resonance. Figure 4.7 (B) is
the image after applying minimum cross entropy thresholding. Figure 4.7 (C) gives the
result of applying maximum entropy thresholding and Figure 4.7 (D) is the result of

merging two entropies by applying the logic gates over the results of these entropies.

GT white matter GT gray matter

Minimum AND maximum

MinimumCrossEntropy MaximumEntropy

Figure 4.8: Example of Minimum AND Maximum Entropy Output



GT white matter GT gray matter

Tt Minimum AND Tasllis
MinimumCrossEntropy 57

Figure 4.9: Example of Minimum AND Tsallis Entropy Output

Image3 GT white matter GT gray matter

Figure 4.10: Example of Minimum AND Renyih Entropy Output




GT white matter GT gray matter

KapurEntropy

Figure 4.11: Example of Minimum AND Kapur Entropy Output

Image2 GT white matter GT gray matter

MaximumEntropy KapurEntropy Maximum AND kapur

Figure 4.12: Example of Maximum AND Kapur Entropy Output
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MaximumEntropy

GT white matter GT gray matter

Maximum AND Tsallis

Figure 4.13: Example of Maximum AND Tsallis Entropy Output

Imaged

GT white matter GT gray matter

KapurEntropy

Tsallis Tsallis AND kapur

Figure 4.14: Example of Kapur AND Tsallis Entropy Output
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Figure 4.15: Maximum( AND —OR) Minimum Entropy Scatter
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Figure 4.16: Kapur ( AND —-OR) Minimum Entropy Scatter
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Figure 4.18: Reniyh( AND —OR) Minimum Entropy Scatter
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Figure 4.19: Maximum( AND —OR) Kapur Entropy Scatter
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Figure 4.21: Reniyh( AND —OR) Maximum Entropy Scatter
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Figure 4.22Kapur( AND -OR) Tsallis Entropy Scatter
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Figure 4.23: Reniyh( AND -OR) kapur Entropy Scatter
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4.6 Discuss the results

After the apply the proposed work on the dataset of approximately 300 different picture of
brain tumors 150 image of brain tumor and 150 for normal brain, the results obtained were as
follows: The aggregation of the five common types of entropies, Maximum, Minimum, kapur ,
Tasills and Renyih, helps to get a good value for the threshold, which means a good segmentation
output that accurately isolates the brain tumor .The use of the aggregation process based on
the logical operators, gives the best results among the aggregated entropies. Aggregation
using OR-AND did not improve the result of entropies, however, it works as an automatic
selection for the best entropy, as for the AND gate. In general the AND gate give better
results for Entropy as shown in Figures 4.15 to Figure 4.23. On the other hand, the OR-

gate results for the entropy was give less efficiency.

4.7 Summary

In summary, Maximum entropy was shown to give the best results in brain tumor
segmentation. The use of aggregation showed different output rather than the original
goal, as it does not enhance the results, however it always produces identical result with
the entropy that have the best accuracy. On the other hand, OR-gate produced unstable

results.
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CHAPTER FIVE

CONCLUSION AND FUTURE WORKS

5.1 Summary

In this thesis, evaluation of the entropies accuracy and their combination in brain

tumor detection has been implemented. The findings of this research are as follows:

1. Developed a tumor detection framework that takes as input brain image and

produces a segmented image with a detected tumor if tumor is present.

2. Used different entropy based thresholding in the developed tumor detection

framework.

3. Compared between different entropies based thresholding and it was found that

maximum entropy achieved the best result in the tumor detection framework.

4. The aggregation of the entropies using AND operations has play the roles of

automatic selection of the best threshold.

5.3Conclusion

This thesis has discussed how to detect brain tumor using image processing
techniques. More specifically, Entropy-based image thresholding techniques have been
used in this thesis to find the optimal thresholding value, in order to be used to segment
brain mages into background and objects. The use of these techniques would indeed

improve the quality and accuracy of tumor detection on brain images. Applying many



48

different entropy-based thresholding approaches has resulted in different results, and

hence, has made the process of choosing the best thresholding technique even easier.

On the other side, no significant results has been gained by merging entropies
using logical gates, AND/OR, for the purpose of improving the accuracy of the tumour
detection. However, the merging process has been considered as the automatic selection
technique of the best entropy-based thresholding method, where Maximum Entropy gave

the best accuracy average rate

5.4 Future Work

The future directions include the following:

1. Evaluates more thresholding techniques in the developed framework.

2. Evaluate the thresholding within the framework with different image modalities

and corresponding to different organs.

3. Apply this evaluation technique on real brain images rather than synthetic ones.

4. Experiment on the degree of maligning if possible .

5. Comparison of the five types and choose the best among them and apply it
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AMage | 50.495405 | 675944 | 50.4984087 6759442743 | Soc )
"";i?e 83'235257 8%5’58 83.24025701 82.73284093 %'gzgg
ATO08 | 93.025773 | 997999 | 93.79090855 0362577313 | ooo
"'gg?e 95'35’2191 9%‘3556 95.92265658 95.35519126 %?g?g
Ao08 | 85200913 | 808852 | 85.26001395 86.88824836 | Oo0o
"";296 89'3,;;289 7;?;1278 89.37728938 77.84783522 %‘fggg
Aage | 93100411 | 929952 | 93.18441122 02.03820033 | 000
"";";96 88'98’:952 sg.gggo 89.08605056 88.96595208 %‘3%88
Aage | 93.691827 | 915505 | 94.55053144 036018273 | o002
"";396 85'7883339 si.gsgz 85.63021678 85.78033988 }333??17
ATage | 95751516 | 997955 | 9579355071 0575151624 | Do)
""ﬁ?e 93'65’;782 92‘5&32 94.21425569 93.63778298 12'§f$$
ATage | 90.809463 | 902550 | 90.80946376 90.26601813 | 0o
"";396 90'835463 gci.gfgo 90.80946376 90.26601813 06271?32
Amage | 88.995976 | 887317 | gg.9950767 88.73776497 | 9052
""ﬁ?e 93'88873984 937.3330 93.98907104 93.88398487 ci'fggg
AR08 | 95708513 | 959595 | 95.74851378 0558038320 | oo
'"2";99 93'755’886 9‘;;53"‘4 94.42442803 93.76388639 é‘é’jﬁ?
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'Entropy
'Im{;lge 'Entropyll 2 'Entropy18f2 'Entropyl O|r2 time"
Accuracy' | Accurac Accuracy Accuracy
| e | PR VRSO |
AMage | 93.807955 | 9199%0 | 93.84795532 0150003741 | Soo)
"m;‘.ge 93'5683738 915'726858 93.58373867 91.28985768 2'53886?
AMage | 94.852308 | 925923 | 94.35236894 04.35236804 | o>
AMAge | 94.007135 | 993550 | 94.06713505 03.05604306 | Do)
"m;ge 96'453060 6%?3;7 96.41506035 60.69176725 %‘725955
"mg‘.ge P0:097291 1 853029 | 96.69729178 85.36200766 | 02243
"m;‘.ge 95'085’977 8%'???59 95.09397706 82.90698373 %‘jgg’g’
'Im;ge 93439620 | 9L | 93.43062049 0159310635 | S oo
"m;‘.ge 949&5826 922'3;137 94.91082688 92.34972678 %‘81%5
ATage | 925771913 | 920799 | 926790976 0257791389 | oiob)
""E?e 87'9gfl39 872'fg;17 87.97513961 87.46472107 %‘jggé
AMage | 89.950764 | 992510 | 90.25100582 80.08078424 | 111
""ig?e 91'2%?788 92‘5?57 91.20578875 91.20578875 %'1133?2
AMage | 86.209687 | 858974 | 86.20368702 85.8074359 | 1108
""E?e 90'4;‘2165 9153?328 91.2328109 90.44616586 %‘118367?
AMage | 97.393802 | 979973 | 97.96733321 07.39386207 | Sl
'"T;?’e 95'87296577 92'989535 95.85359995 95.82657779 %‘S}fgf
AMA08 | 93.337534 | 939086 | 93.50867712 0333453432 | 20000
""1396 95'53361 72‘5’531 95.56236114 73.32912989 %33157
"”2'%9‘3 86'2221726 8?'1252’7 86.23371164 86.25172642 %'558;’;’
'"2";96 93'555?694 92.21%)1 94.10016213 93.52969435 g'llggg
"”2";9‘3 90'25’88995 9%‘}559 90.23899598 90.12790488 %62123?52
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AR08 | 94001154 | 970990 | 94.64961268 04.00115475 | 22503
'"gj‘:’e 35'95’3462 606%1767 35.93046298 60.6167057 %‘12239;
"rgg‘?’e 93709091 1 940000 | 94.00108089 0376989131 | o0
'"2296 94'253245 82‘5556 94.20224584 88.62667387 %gg’g’f
Aage | 94.271302 | 725780 | 94.27130247 7151864529 | o003
'"2396 95'135986 gi'g’ggg 95.10598691 91.36491923 %‘33123
AR08 | 94.313301 | 995956 | 94.34336156 0353560927 | 2200
"rg%?e 50'438408 497'5826 49.60967994 50.4984087 %’823%2
'|rr;a19e 83'235257 83;'185777 83.86777157 83.24025701 3'52%22
'"2399 93'6f§773 9‘;'%'51 94.04611782 93.62577313 %‘éfgf
AR08 | 95355191 | 990759 | 95.35519126 0367681499 | o>’
'Irgige 85'2§§913 83‘5:?;32 85.26091395 86.88824836 %'521286
iage | 89.377289 | 897025 | 89.70155528 80.37728038 | 02202
"";%96 93'1;3;411 882'53858 93.18441122 88.81582898 0429%%1
Aage | 88.909952 | 832995 | gg.96595208 88.23035627 | 02091
"";396 93'6%1827 giﬁ’g 93.6918273 01.15174443 %72532
ATage | 85.760339 | 854410 | 578033088 85.44106167 | 02597
"";%96 95'725:516 7‘:_)'33914 95.75151624 74.94145199 2‘53?57
ATage | 93.057762 | 998559 | 9385696271 0363778208 | A2
"";";96 90'835463 9%'277;‘1 90.80946376 90.37410677 2'7233?
ATage | 90.809463 | SO-S74L 1 90.80946376 0037410677 | G 2022
"";j?e 88'935976 Si.gggo 89.04701856 88.9959767 %'zzfg;
ATAge | 93.809964 | 997758 | 93.88398487 0371584609 | S>>
""4‘296 95'7;‘88513 9%'227259 96.22290278 95.74851378 %‘588277
AMage | 93.753880 | 999955 | 94.56554375 0376388639 | Cyaro
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'‘Entropy
'Im?ge 'Entropyll 2 'Entropyl&lz 'Entropyl O'r2 time'
Accuracy' | Accurac Accuracy Accuracy
N 'Maximurln 'R;/nyi' 'Maximumeqropy& 'MaximumEqFropyO time"
Entropy Renyi rRenyi
"mf‘.ge 93'83‘,‘27955 g?é'gg"‘z?g 93.84795532 93.84795532 %‘éfgg
AMage | 93.563735 | 991243 | 93.58373867 0312436198 | Jyoa?
'|m§ge 94'3955368 9‘;'122;6 04.72467423 94.35236894 %‘2191357
AMAge | 94.007135 | 945953 | 94.38530602 04.06713505 | Jgon’
"m;‘.ge 96'43}2060 8%'53"‘;2 96.41506035 80.84429232 ci'jggf
ATage | 96.097291 | 881355 | 96.60720178 88.18831442 | 0000
"m;‘.ge 95'0863977 91i%g51 95.09397706 91.6051162 0617224
ATage | 93.459620 | 912352 | 94.23827539 03.43062049 | S
'Im;ge 94'9813826 9%’;38 94.91082688 94.91082688 ci'ézlf?
ATage | 92577913 | 92881 | 92.88116255 0257791389 | Jarar
""1?96 87'9gfl39 8%‘12216 89.76160452 87.97513961 %‘11;25
ATage | 89.950764 | 91905 | 91.95030933 80.08078424 | 01150
""ig?e 91'2%’788 81.21;1;12 91.20578875 84.44424428 Oét%?
ATage | 86.209687 | 895514 | 8955143217 86.20368702 | 0%
""1296 90'4366165 gé'gggl 91.62913589 90.44616586 gég’f
ATage | 97.399862 | 972707 | 97.303862907 0727076202 | Sooo!
""1";96 95'87296577 9?‘22776 95.90764427 95.82657779 %'zljgg
ATA08 | 93.337534 | 651926 | 93.33453432 65.43265478 | S0
""f;?e 95'53361 9%65853 95.56836606 95.56236114 %.gfgzz
Aa08 | 86.257720 | 899205 | 86.25172642 86.02053684 | O20%
"";i?e 93'53?3694 936‘;%78 93.6678076 93.52969435 3'21;3?3
1908 | 90.258995 | 90092 | 90.50021017 00.23809508 | %050
'"2299 94'0351154 9?;.;3(:)320 94.09115475 93.98907104 %‘215713
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1208 | 35950402 | 557553 | 3575632018 35.93046208 | 0175
'"2296 93'755891 9%'527;‘6 93.76989131 92.27466523 %gggf
1806 | 94.202245 | 919519 | 94.20224584 0145109063 | oo
'"g";‘;“e 94'2171302 772{’556 94.27130247 77.58662103 %‘52585
"rgg‘?’e 95195986 1 875999 | 95.10508601 87.50083186 | 012>
'"2396 94'3;15’361 43‘55223 94.34336156 40.66234312 05%%7
AMage | 50.495408 | 669188 | 50.4984087 66.01887348 | oo
"rgi?e 83'235257 8%'553756 83.24025701 82.55569567 %§§Z§
AMA08 | 93.025773 | SSOLIS | 938170307 0362577313 | Do)
'"2299 95'3253191 95('5%2586 95.9286615 95.35519126 %‘jggf
208 | 85200913 | 899592 | 85.26091395 86.93028283 | 0170
"'g%?e 89'33?;289 7%3536 89.37728938 78.82964031 %11332
ATage | 93100411 | 959942 | 93.18441122 03.0042635 | 220
"";";96 88'98’:952 3%;;;0 88.96595208 35.44706659 %81?;‘;1
ATa08 | 93.691827 | 9955 | 9455653636 036018273 | LiOLS
"";396 85'7883339 8%753;1 85.59418723 85.78033988 %3%33?5
ATage | 95751516 | 997955 | 9579355071 0575151624 | 3o
""ﬁ?e 93'65’;782 9%252 94.23227046 93.63778298 Oilfé%7
AMage | 90.809463 | SO-S74L | 90.80946376 00.37410677 | %500
"";396 90'835463 9%'277;‘1 90.80946376 90.37410677 g'zlfgg
Amage | 88.995976 | 815753 | 889950767 84.57635261 | Do
"";296 93'88873984 9‘;83910 94.00108089 93.88398487 g'zlgfg’
'"2296 95'7;188513 9%'5;5 95.74851378 92.15156428 %‘éffg
""ﬁ?e 93'755’886 9%373250 93.93502672 93.76388639 %55522
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R e || e | e | e
S | e | ey |t |
image1 | O%50%47 | 915003 | 91 50003741 | 89.60847805 | 1000
image2’ | O351040 | 9120955 | g1 28085768 | 8351648352 | ML
imaged | °359079 | 9455230 | g4 35036804 | 9364670037 | 14250
imagea’ | Ot P77 | 9905994 | 9395604306 | 911037789 | T2
mage5' 69'2377280 6°'$295176 69.2728037 | 60.69176725 1'3%%910
imagee | O 7007 | 8559299 | g7.7700722 | 8536200766 | TS0
image7’ | °1557%9 | 829009 | 91 33780708 | 8290608373 | 145235
Imageg’ | °*2%° | 919310 | 9421125323 | 9150310635 | T 40200
imaged | 451770 | 9239972 | 9ag777908 | 9234972678 | MO
image10' | > /220% | 9257999 1 9579400115 | 926790076 | 137
image11’ | °°/5°0% | 8785472 | g9 78562421 | 87.46472007 | L)1
image12 | V10737 | 9025100 1 9191737225 | 9025100882 | 1000
image13' | %2 oe>’® | S1E03T8 | 91 20578875 | 8264576053 | 100100
image1a’ | 920730 | 8589743 | g9 46736324 | 858074350 | 170952
image1s' | °'o 000 | 9129281 | o1 5agosoaz | 012328100 | 1IP0I
image16 | 7700 | 970733 | 9706733321 | 9714766108 | LIOSM
Image17: | “> 00003 | 9935359 | o5 89863688 | 95.85350005 | LAO0S
'Image18’ 64'§g8814 93'755567 93.50867712 | 64.80814268 1'3f717164
Image19' | “> o000 | 1332912 | o5 56836606 | 73.32012080 | 10007
Image20' | 43513 | 8025571 | 623371164 | 8431513841 | 1472510
image21' | 20007 "® | 94 010 | 9410016213 | 93.63478052 | LIS
image22 | *Oo>ttT | 9072799 | 9046117817 | 90.12700a88 | TATOOM
Image23' | 2000998 | 9459961 | 94 6061268 | 93.88308487 | 1IEIS%0
image24' | 5> 595t | 0901870 | 3575031526 | 60.6167057 | 1S9
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image2s' | *OTLM* | 9400198 | 9400108089 | 90.4101437 | P70
Image26' | O 270%% | 902007 | 91 o7484537 | 8g.62667387 | 14020
image27' | °°0>2% | 710854 | 8945235003 | 7151864520 | 10209
'Image28’ 86'?28204 91'5’% 91 | 9136491023 | 86.64204648 14;8; 23
image29' | **o 2342 | 9359599 1 9442442803 | 9353560027 | TAISOM
'Image30’ 67'?23‘,‘ 42 49'53267 49.60967994 | 67.59442743 1'481?7556
'Image31’ 82'5933?84 83 'fg 71| 8386777157 | 82.73284093 1'4§f§22
'Image32" 93'g§§90 94'%‘5 111 9404611782 | 93.79090855 1'3fg§’33
Imaged3’ | 2> oo | 930708 | o5 92065658 | 93.67681490 | 125
'Image34’ 86'883?6824 86'883524 86.88824836 | 86.88824836 1'45’3344
image3s' | 7 >77%% | 890155 | g9 70155508 | 77.84783522 | L4104
Image36' | -o020 | 8951982 | 9503820033 | 8881582808 | 1750%
image37' | °° 00000 | 8929995 | g9.08605056 | 88.23035627 | 150500
'Image38' 94?2253 L. jf;m 9455053144 | 91.15174443 1'55;3?95
magedg' | “>oo0%t | 850100 | g5 63001678 | 8544106167 | HATED
Imagedn | 7> 79355 | 7424145 | o5 79355071 | 7494145100 | LOD0T27
imaged1’ | ©* 2132 | 9395596 | 9491405560 | 9385606271 | 10019
imageaz | 702200t | 903710 1 90 37410677 | 9026601813 | 150
imagea3' | “0200% | 9937010 | 9037410677 | 90.26601813 | +400%
imageaa | °° /3776 | 8904701 | 8904701856 | 8873776407 | 10052
'mage45' 93'?3207 93'6739584 93.98007104 | 93.71584699 1'4;1;’272
Imageas’ | 7> 000%% | 9022290 | 9629200278 | 9558038320 | LUD1%
Imagea7: | ©%o 2342 | 940554 | 9456554375 | 94.42442803 | 100
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Bl o | e | et e
[ o | | ot | e
image1’ | °%000478 | 93857955 | 9384705532 | 80.60847805 | T390, %0
Image2’ | °%°1049% | 93124901 | 9319436108 | 8351648352 | T3S
imaged | %0070 | 9722074 | 94 70467423 | 9364670037 | T332
imagea’ | 91135778 | 94595996 | o4 38530602 | 911037789 | 102007
Images' | °°27200% | 80800292 | g0 84429230 | 9.2728037 | 130T
image6 | °7 777072 | 89190514 | 518831442 | 87.7700722 | TI00S9
image7 | 91507097 | 9LOOSIIG | g1 6051162 | 9133780708 | 13000202
Imageg | °*2)3°%% | 94259275 | 9423827530 | 94.21125323 | 1390290
imageg | °*O777%%| 9919520 | 94 91080688 | 948777008 | 100000
Image10’ | °% 3091 | 92851102 | g7 88116255 | 92.70400115 | 1ITP07O
Image11’ | ° 755024 | 89701604 | g9 76160452 | 8078562421 | 1337752
image12 | %1372 | 9190999 | 91 95030033 | 91.91737225 | 13311905
Image13' | %> 070 | 84400244 | g4 42424028 | 82.64576053 | LIS
Image1a | O%407303 | 89551432 | g9 55143217 | 8046736324 | 13122087
Image1s' | 71> 00% | 9120135 | g1 60913580 | 9154806042 | 105207
Image6' | °7 157001 | 97270702 | g7 97076202 | o7.14766108 | HIO04H
tmage17 | 7>8009% | 95907044 | 95 90764427 | 9580863688 | 112590
Image1g | °*805142 | 05432054 | 65 43065478 | 64.80814268 | L1000
Image19 | 200300 | 95959300 | o5 56836606 | 9556836606 | 100
Image20' | 5432198 | 80020530 | g6 02053684 | 84.31513841 | LA
image21° | %0720 | 93997897 | 936678076 | 93.63478052 | 10197
imagezz' | 90701178 | 90500210 | o0 coo1017 | soagtizaty | 13751508
Image23' | 55954 | 93950071 | 93 98907104 | 93.88308487 | 1990072
Image24' | 3> 27915 | 95758920 | 35 75632018 | 3575081526 | 1902
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Image25' | 70417143 | 92274005 | 97 27466523 | 00.4101437 | 1A2278%
imageze' | 91274845 | 91451990 | o1 100065 | o1 27apassr | 1001964
image27: | °9023°0 | 7758021 | g9 45235003 | 77.58662103 | HAO00LS
Image28' | °*%20% | 87590951 | g7 50983186 | 86.64204648 | 135505
Image29' | °*“2342% | 19922393 | 94 42442803 | 40.66234312 | 1ITO0T4
Image30' | ©"°)74°7 | 0998873 | 6601887348 | 67.50442743 | 19025099
Imaged1’ | 0% 752840 | 82555695 | g3 73984003 | 8255560567 | 10147
Imaged2' | > "20°°% | 93817990 | 938179307 | 93.70000855 | 140
Imaged3' | 792200 | 95920951 | g5 9286615 | 95.92065658 | LI000
Imaged4' | °*-900240 | 89959282 | g6 93028283 | 86.88824836 | 19020
Image3s' | /795 | 78820690 | 75 82964031 | 77.84783502 | 10N
Imagese’ | ° 50209 | 93094203 | 930042635 | 9293820033 | 19047
Imagea7 | °%00 00 | 3549709 | g9 08605056 | 35.44706659 | L4000
Imageag’ | 20031 | 94550530 | g4 55653636 | 94.55053144 | LAOD0704
Imagedg | °>050%10 | 8504187 | g5 50418723 | 5.63021678 | 140,134
Image0’ | °> 793550 | 95793550 | o5 79355071 | 95.70355071 | 170100
Imagea1’ | °*2102°5 | 94232270 | g4 23997046 | 94.21425569 | 1I01
imageaz | 20202018 | 90374100 | 90 37410677 | 90.26601813 | 1950003
Imagea3: | °*- 220010 | 99374100 | g0 37410677 | 90.26601813 | 13727901
Imageaa | 00737764 | 84575352 | gg 73776497 | sa.57E35261 | 1IN
Imageas’ | 0071 | 94901080 | 94 00108080 | 93.98007104 | 1995043
Imagea’ | °>>0°%% | 92151554 | o5 58038300 | 9215156428 | 19020208
Imagea7 | °*“2342% | 93955020 | 94 42442803 | 93.93502672 | 1H1Z7OS




72

. . '‘Entropyl 'Entropy 2 | 'Entropyl&2 Entropyl i
Image . . . Or2 time
Accuracy Accuracy Accuracy .
Accuracy
S . ‘o . o "Tsallis&Re | 'TsallisOrRe i
----- Tsallis Renyi nyi' nyi time
\ . 91.5090374 | 93.8479553 | 93.8479553 | 91.5090374 | 0.25196753
Imagel 1 > > 1 1
: . 91.2898576 | 93.1243619 | 93.1243619 | 91.2898576 | 0.22829215
Image2 3 8 3 8 3
\ . 94.3523689 | 94.7246742 | 94.7246742 | 94.3523689 | 0.21626181
Image3 4 3 3 4 3
: . 93.9560439 | 94.3853960 | 94.3853960 | 93.9560439 | 0.22559921
IEtEs 6 2 2 6 9
\ . 60.6917672 | 80.8442923 | 80.8442923 | 60.6917672 | 0.26207599
WERES 5 2 2 5 7
: . 85.3629976 | 88.1883144 | 88.1883144 | 85.3629976 | 0.28073455
Image6
6 2 2 6 6
Image7’ 82.90?()39837 916051162 | 91.6051162 82.9059837 0.260113359
. . 91.5931063 | 94.2382753 | 94.2382753 | 91.5931063 | 0.22117898
Image8 5 9 9 5 3
\ . 92.3497267 | 94.9108268 | 94.9108268 | 92.3497267 | 0.22378425
Image9
8 8 8 8 4
'imagel0’ | 92.6799976 92.88511625 92.88511625 92 6799976 0.23039628
. , | 87.4647210 | 89.7616045 | 89.7616045 | 87.4647210 | 0.21975318
Imagell 7 > > - 4
. . | 90.2510058 | 91.9503993 | 91.9503993 | 90.2510058 | 0.21144514
Imagel2 5 3 3 5 5
. . | 91.2057887 | 84.4442442 | 91.2057887 | 84.4442442 | 0.24224865
Imagel3
5 8 5 8 8
'imageld’ | 85.8974359 89.55714321 89.55714321 85.8974359 0.218??3123
‘Imagel5’ | 91.2328109 91'6231358 91'6231358 91.2328109 | 0.22640663
. . | 97.9673332 | 97.2707620 | 97.9673332 | 97.2707620 | 0.20498756
Imagel6 1 > 1 5 5
\ . | 95.8535999 | 95.9076442 | 95.9076442 | 95.8535999 | 0.22075902
Imagel7 5 7 7 5 7
. . | 93.5086771 | 65.4326547 | 93.5086771 | 65.4326547 | 0.26705731
Imagel8 > 3 > 3 5
\ . | 73.3291298 | 95.5683660 | 95.5683660 | 73.3291298 | 0.20039027
Imagel9 9 6 6 9 -
. . | 86.2337116 | 86.0205368 | 86.2337116 | 86.0205368 | 0.31272395
Image20
4 4 4 4 7
mage21’ 94.10??1621 93.6678076 94.10391621 93.6678076 0.210;30173
. . | 90.1279048 | 90.5002101 | 90.5002101 | 90.1279048 | 0.28141324
Image22 3 7 7 3 4
\ . | 94.6496126 | 93.9890710 | 94.6496126 | 93.9890710 | 0.27481667
Image23
8 4 8 4 5
'image24' | 60.6167057 35.7553201 35.7553201 60.6167057 0.274763577
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. . | 94.0010808 | 92.2746652 | 94.0010808 | 92.2746652 | 0.33453518
Image25 9 3 9 3 5
: . | 88.6266738 | 91.4519906 | 91.4519906 | 88.6266738 | 0.25951691
Image26 7 3 3 - 3
mage27" 71.51986452 77.5836)56210 77.583(?6210 71.51986452 0.328;7981
. . | 91.3649192 | 87.5998318 | 91.3649192 | 87.5998318 | 0.22599650
Image28 3 6 3 6 9
. . | 93.5356992 | 40.6623431 | 93.5356992 | 40.6623431 | 0.26732716
Image29 7 > 7 5 5
. . | 49.6096799 | 66.9188734 | 49.6096799 | 66.9188734 | 0.25424393
Image30 4 8 4 8 5
'Image31’ 83.86777715 82.55;56956 83.86777715 82.55756956 0.276?7804
mage32' 94.04;31178 93.8179307 94.04;51178 93.8179307 0.235:9613
'Image33’ 93.6758149 95.9286615 | 95.9286615 93.6758149 0.242;34701
. ., | 86.8882483 | 86.9302828 | 86.9302828 | 86.8882483 | 0.27746342
Image34 6 3 3 6 8
. , | 89.7015552 | 78.8296403 | 89.7015552 | 78.8296403 | 0.25940358
Image35 3 1 3 1 5
'mage36' 88.8158289 93.0042635 | 93.0042635 88.81;8289 0.226;6243
Image37" 88.23?3562 35.44;0665 88.23?3562 35.44;0665 024944437
. . | 91.1517444 | 94.5565363 | 94.5565363 | 91.1517444 | 0.30060979
Image38 3 6 6 3 >
. , | 85.4410616 | 85.5941872 | 85.5941872 | 85.4410616 | 0.29994564
Image39 e 3 3 2 5
. . | 74.9414519 | 95.7935507 | 95.7935507 | 74.9414519 | 0.27203050
Image40 9 1 1 9 Z
. . | 93.8569627 | 94.2322704 | 94.2322704 | 93.8569627 | 0.32121931
Image41 1 6 6 1 1
. . | 90.3741067 | 90.3741067 | 90.3741067 | 90.3741067 | 0.28705400
Image42 7 7 7 v 5
Image43’ 90.37;11067 90.37;11067 90.37;11067 90.37;11067 0.28652072
\ . | 89.0470185 | 84.5763526 | 89.0470185 | 84.5763526 | 0.32633362
Image4d4 6 1 6 1 9
. . | 93.7158469 | 94.0010808 | 94.0010808 | 93.7158469 | 0.25323253
Image45 9 9 9 9 5
: , | 96.2229027 | 92.1515642 | 96.2229027 | 92.1515642 | 0.32271054
Image46 8 8 8 8 5
. . | 94.5655437 | 93.9350267 | 94.5655437 | 93.9350267 | 0.31861575
Image47 5 > 5 5 1
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‘Im 'Entropy
'Entropyl 2 'Entropyl1&2 '‘Entropyl Or 2 e

age ' . . time

; Accuracy' | Accurac Accuracy Accuracy

yl

| MinimumC | 'Maximu | 'MinimumCrossEntro | 'MinimumCrossEntro

E rossentrop | mEntrop | py&MaximumEntrop | pyOrMaximumEntrop | ‘time'

Yy y y Yy

'Im 0.155
age 69.921335 | 93.8479 93.84795532 69.9213355 94843

1 5 5532 7
‘Im 0.128
age | 70026421 | 93.5837 93.58373867 70.02642167 | 00507

> 67 3867 4
‘Im 0.110
age | /4677235 | 94.3523 94.35236894 74.67723533 63589

3 33 6894 >
‘Im

64.841169 | 94.0671 0.114

age 76 3505 94.06713505 64.84116976 49419
'Im 0.142
age 60.691767 | 96.4150 96.41506035 60.69176725 72664

c 25 6035 7
'Im 0.163
age 67.099021 | 96.6972 96.69729178 67.0990212 03424

5 2 9178 >
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APPENDIX B

ENTROPY-BASED THRESHOLDING IMAGES

Mini CrossEntropy&Maxi Entropy

MinimumCrossEntropy MaximumEntropy MinimumCrossEntropy&MaximumEntropy

MinimumCrossEntropy




MinimumCrossEntropy

MinimumCrossEntropy

MaximumEntropy

MaximumEntropy
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MinimumCrossEntropy&MaximumEntropy

MinimumCrossEntropy& MaximumEntropy
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KapurEntropy
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WinimumCrossEntropy8KapurEntropy
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MinimumCrossEntropy

KinimumCrossEntropy

KapurEntropy

KapurEntropy

MinimumCrossEntropy&KapurEntropy

WinimumCrossEntropy&KapurEntropy
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MinimumCrossEntropy

KapurEntropy

KapurEntropy

79

MinimumCrossEntropyKapurEntropy

MinimumCrossEntropy8KapurEntropy
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Imaged

MaximumEntropy

Kapurntropy

MaximumEntropy&KapurEntropy
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